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FOREWORD )

The precision of a gun system clearly involves

the dynamics of the gun carrier, ground characteristics,

interior and exterior ballistics. It is a problem of

enormous complexity and is often divided into different

phases for investigation p!.,'poses, While the division of

the tvsk is convenient and often necessary, one should

always keep in mind that the different phases interact and

the dynamic forces are usually coupled. This fact neces-

sitates an interactive process or, better'yet, & complete

system approach, if at all possiblO, to ,the precision

problem.

During recent years, one has witnessed great

strides in various branches of continuum mechanics, kihe-

matic designs, numerical-and-computer techniques for

solving problems of great complexity as well as in the
|b

areas of experimental mechanics and instrumentation. It

appears feasible now more than ever to gain understanding

and to improve the design of gun svstems for greater

accuracy by exploiting the new technological advancqs.

The present Symposium represents the continuing interest

of the U.S. Army in this direction. , A ...',
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JUM.IIICAION . r , i

ac I
mlewAico



These proceedings contain twenty papers presented 4)

at the Symposium held at Institute on Man and Science,

Rensselaerville, N.Y. during 19-22 September 1978. The

papers represent the current research efforts on gun dynamics

and its effect on precision and design by industrial, university

and Department of Defense laboratories.
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TITLE: Measurement of Gun Barrel Motion with
Optical Trackers
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ABSTRACT:

The measurement of gun barrel transverse and angular motion
during firing is complicated by the relatively large recoil movement
which occurs at the same time. Standard transducers are not designed
to function under compound motion conditions and so other instrumenta-
tion techniques must be employed. The General Electric Company has
been using optical trackers for such measurements for the last few
years. This paper describes the procedures and equipment used and
gives some typical test results for both liaear and angular motion
measurements. Two different schemes are used to measure angular motion.
In one approach, two transverse linear displacement measurements are
made at two closely spaced points. In the other scheme, a single
tracker is used in conjunction with a small mirror mounted to the
barrel. Muzzle flash and blast pressure from gun firing can cause dis-
tortion of optical measurements. Modifications of instrumentation pro-
cedures are suggested to minimize these effects.
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MEASUREMENT OF GUN BARREL MOTION
WITH OPTICAL TRACKERS

*BURDETT K.* STEARNS, PhD
ROGER C. WALKER

GENERAL ELECTRIC ARMAMENT SYSTEMS DEPARTM4ENT
BURLINGTON, VERMONT 05401

INTRODUCTION

The measurement of gun barrel transverse and angular motion
during firing is complicated by the relatively large recoil movement
which occurs at the same time. Standard measuring transducers are not
designed to function under compound motion conditions and so other in-
strumentation techniques must be employed. However, there are a number
of possible alternatives. One approach is to use high speed cine camera
recording with subsequent data reduction to digital form. Another
method in to use variable impedance transducers which operate on the
eddy-current loss principle. A third method is to make use of the
optical follower as a measuring device.

At General Electric, we have selected the latter approach and
have been using optical trackers for gun barrel motion measurements for
the last three years.(1) This paper describes the procedures and equip-
ment used and gives some typical test results for both linear end angu-
lar motion measurements.

OPTICAL TRACKERS

The trackers used for barrel motion measurement were manufac-
tured by Optron, a Division of Universal Technology Incorporated of
Woodbridge, Connecticut. The presentation in this section of the paper
is, to a large extent, a synopsis of their instructional literature.

An optical tracker is an electro-opt~aal displacement follower
which is designed to track a target having a discontinuity in the in-
tensity of light, reflected or emitted. In an Optron follower, the
optics focus the target discontinuity onto a photo cathode of en Image
dissector tube. Electrons are emitted from the cathode as a function

of the intensity of projected light. These electrons are accelerated

1-2
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*STEARNS & WALKER

and enter a small aperture where they are amplified to give a current
output proportional to the number entering. A servo loop control posi-
tions the electron boam so that the target discontinuity is centered
on the aperture. If the image moves, the control voltage changes so
that the electron image is moved back to the original locked-on posi-
tion by current in the tracker's deflection coils. The amount of cur-
rent required to keep the electron image centered on the aperture is a
measure of target displacement.

A complete tracking system consists of a control unit, a 1.ens
system, and an optical head. A photograph of the equipment is shown
in Figure 1. The full scale measuring range of this system can be
varied from .002 ý`ncheL maximum to infinity by an appropriate selection
of the lens system. Variable focus lenses and a variety of extension
tubes are used to provide flexibility in adjusting field of view.

Light Source Control Unit Lens & Optical Head

Fi.gure 1. Tracking Syotem

The control unit provides an analog output suitable for re-
cording on oscilloscopes, oscillographs, and tape recorders. The out-
put is linearly proportional to displacement of the target and has a
full scale value of 5 vclte.

A target switch is located on the control unit which allows
the syste& to track vertically or horizontally a dark target on a light
background or a ligbt target on a dark background. For the tracker to
lock onto a target, the contrast in light intensities should be better
than three to one.

1-3



*STEARNS & WALKER

A viewing port is located on the optical head and is used
for focusing and target alignment. A sketch of what is actually seen
through the viewing port is shown in Figure 2. This is a typical set-
up for measuring vertical motion with a single axis tracker. The rated
linear displacement range of the system !.s indicated by the smaller
square. The tracker should be located and adjusted ro that the esti-
mated maximum motion to be measured fills within this interior rec-
tangular space. This will assure maximum accuracy. A 100 percent
over-range allowance is provided in case the motion should exceed the
rated displacemont. However, linearity of the system is not guaranteed
in this outer range.

lfll VERTICAL TRACKING AXIS

TARGET -100% OVER-RANGE

- •RATED DISPLACEMENT

Figure 2. View Through Viewing Port

The closed dashed line In Figure 2 is not actually seen in
the viewer but is included to indicate the region where the measure-
ment is made. The target must be at least as wide as the tracking axis;
however, much wider targets are easier to follow. Lock-on will be lost
if the target moves entirely to one side of the vertical tracking axis,

Two different schemes are used for illuminating the target.
If a discrete light to dark interface is used, such as a white surface
partially covered with flat black paint, light is directed from the
front. If an inherently dark target is used, light is directed from the
back. This is done by placing a low power lamp and diffuser on the side
of the target away from the tracker. The lamp is aimed directly into
the lens, with the tirget interrupting the light. Usually, the back-
lit target is easier to focus and track than other target configura-
tions. A D.C. light source must be used because the tracker will de-
tect any cyclical change in light inter.sity.

The optical tracking system resolution is less than 0.1 per-
cent of the lens displacement. This is affected by low light levels,
an improper lock-on, and an out-of-focus target.

f1-4



*STEARNS & WALKER

LINEAR AND ANGULAR MOTION MEASUREMENTS

A number of different exploratory tests were conducted on
cylindrical rods to gain familiarity with optical tracker instrumenta-
tion. Initial displacement dynamic tests and vibration tests were used
in establishing equipment set-up and procedural methods. Some of these
tests are described in the following paragraphs for both linear and
angular motion measurement.

An illustration of the typical set-up used for vertical motion
measurement is shown in Figure 3. This was the arrangement used for an
initial displacement dynamic test in which measurements were made of
the motion of a solid cylindrical steel rod. The rod was 2.0 inches in
diameter and was cantilevered from a test stand with an overhang of 60
inches. A concentrated weight was applied to the end of the rod to
produce initial displacement. The load was then released suddenly and
the rod tip vertical motion was measured.

ROD LIGHT
SOURCE

TRACKER

LOAD

Figure 3. Initiai Displacement Test Set-up

The tracker was tripod-mounted and elevated to the same height
as the test rod. A D.C. light source was located on the opposite side
of the barrel and pointed into the lens of the tracker. The dark sur-
face of the rod served as the target. The tracker field of view was
centered on the top of the rod, ds shown in Figure 4, so that the entire
lower half of the field was dark.

1-5
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'•'I -t--IELD OF VIEW

ROD j

Figure 4. Field of View

To obtain high accuracy with the measuring system, the field
of view was chosen to be only slightly larger than the initial displace-
ment of the rod end. A 200 mn lens, with a 25 mm extension, was used
with the tracker to target distance set at 40 inches. This combination
of parameters was selected from available charts to give a ±0.26 inch
rated field of View.

Tracker calibration was carried out by placing gage blocks
of various dimensions, in addition to a dial indicator, on top of the
target and recording the tracker response on an oscillograph. The gage
width versus response measurements are plotted in Figure 5. A 45-de-
gree reference line is also shown. The response was quite linear for
this particular set-up.

.25

.20

z5 .15

9 .10

- .05

0 .05 .1 .15 .20 .25

ACTUAL DISPLACEMENT (IN.)

Figure 5. Linear Motion Calibration Curve
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*STEARNS & WALKER

A segment of the recorded vertical motion measurement is
shown in Figure 6. Also included, for comparison purposes, is a plot
of calculated motion from a 9-noded finite element analysis( 2 ) which
did not consider damping. The two curves correlste very well for this
lightly damped structure, and reflect the effects of higher harmonics.

.2-

_0 -_TEST

z

Z -. 2-

L .2 -

L0- CALCULATED

-. 2 .12 .24

TIME (SEC.)

Figure 6. Vertical Motion

Two different schemej were used to measure angular motion.
In one approach, two trackers are used to measure linear motion at
two closely spaced points. An approximation of the angular motion
is the algebraic sum of these two readings divided by the distance
between the points. This procedure is automated electronically by
combining the two signals in an analog circuit and applying a con-
stant scale factor to include the division operation. The output
to an oscillograph then gives the angular motion directly. Cali-
bration is a logical extension of that used for displacement measure-
meat. An example of this approach is shown in the next section.

1* 1-7



*STFAMNS & WALKER

The second method of angular motion measurement is more diffi-
cult to set up but provides greater accuracy. A single trac•ker is used
in conjunction with a small mirror mounted on the cylindrical rod. The
mirror is attached to a small machined plate with epoxy cement and the
plate in turn is clamped to the barrel at the specific location to be
measured. See Figure 7.

CLAMP

MIRROR

-i = ,PLATE

Figure 7. Mirror Mount

A typical tracker and target set-up for measuring pitching motion is
sketched in Figure 8.

MIRROR C
I dI, d2

GHT SOURCE
TRACKER

Figure 8. Angular Motion Set-up

1-8



*STEARNS & WALKER

The tracker and light source are located in a plane perpendicular to
the axis of the barrel. The tracker is focused on the mirror which
reflects the image of the light source. A black tape or other covering
is applied to the light source to form a straight black on white edge
which is in the plane of the tracker axis. This is used as the target.
The tracker is switched to measure horizontal motion, and in the initial
set-up, the field of view is dark to the left and light to the right.
The angular deflection of the barrel is then the apparent displacement
of the target divided by the vertical distance from the tracker to the
mirror. If the tracker and the light source are not located equidistant
from the mirror, the angular deflection can be calculated using the
equation in Figure 9. These calculations are reasonably accurate for
small angular motion. The linear constants in the equation can be in-
cluded as a single scale factor during calibration.

Calibration of angular measurement has been carried out by
three methods. One approach is to move the complete rod through a
specific measured angle. It is also possible to use a displacement
measurement at the target and then apply a modification of the equations
given in Figure 9. A third approach, which was used in the majority
of tests, is to place a second mirror in front of the test mirror at
a known angle.

MIRROR

Slope of Mirror, a - 8 + y Z

d2
Apparent Angle Seen z
b y T r a c k e r , 1 d 2

TARGET
z(dl - d2) LIGHT

-d dl SOURCE

h h
2d•2

z(dl - d2 )

d 2dld2

- z (K)

Figure 9. Angular Displacement Geometry
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One of the tests performed in the exploration of this second
method of angular measurement was the vibration of a cylindrical rod
cantilevered from a shaker table. The dimensions and overhang of the
rod were similar to that described previously. A mirror was attached
to the end of the rod and a sweep was performed with the shaker to de-
termine the first few natural frequencies. The tracker was set up to
measure pitching angle as shown in Figure 8.

The fundamental frequency was found to be 11.5 cps. The angu-
lar measurement for a sweep through this frequency is shown in Figure
10. The test was repeated with an accelerometer mounted at the end of
the rod to confirm the frequency measurements. The results compared
within less than one percent.

FREQUENCY - 11.5 CPS MAGNITUDE ±0.005 RAD.

Figure 10. Vibration Test

Another test was performed using the single tracker angular
measurement method. This was an initial displacement test of a canti-
levered rod. The same test specimen and support arrangement was used
as in the set-up shown in Figure 3. In this test, an attempt was made
to explore the accuracy of the method. With the tracker and target
each located 30 inches from the mirror, it was not difficult to set he
maximum rated field of view at 3.7 milliradians. This was cnly slightly
larger than the initially diaplaced angle of the mirror which was 3.6
milliradians. The results of this test are shown in Figure 11 along
with calculated values from a finite element dynamic analysis.t2) The
higher frequency motion is in especially good agreement.

1-1
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.004

.002-

TEST

0

-. 002

4

ILl

<~ .002-4-J

CALCULATED
0-

-. 002-

.1 .2 .3

TIME (SECONDS)

Figure 11. Angular Measurement

MEASUREMENTS DURING GUN FIRING

The procedures used for tracker measurements during gun firing
are basically the same as described in the previous section, but with
some modifications to compensate for the effects of the firing environ-
ment. These differences are pointed out in the fire test examples given
in the following paragraphs.

An example of linear motion measurement during gun firing is
shown in Figure 12. This is a measurement of recoil motion from a
single shot firing of a 30 mm multi-barrel Catling gun. A plot of re-
duced movie film data, from a separate firing of this same weapon, is
also shown in the figure, and is included for comparison purposes.

I-l
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TIMING BRIDGE MOVIE DATA

- - ~1 -6
2

_z

Z TRACKER DATA

E 1 PROJECTILE
UJ

0

1 20 30 40
'I,J

Figure 12. Recoil Motion

In this test, the tracker was located about 3 feet from the gun
and was focused on a muzzle clamp a short distance from the end of the
firing barrel. The maximum recoil motion was known to be about 2.0
inches and the equipment was adjusted to give a rated field of view of
2.4 inches to allow for possible overshoot. As in most of the firing
tests, a 200 nmm lens was used with an appropriate lens extension tube.

The movie and tracker results compare reasonably well consider-
ing that they were taken from two separate firings. The movie camera
speed was 1000 frames per second, or one frame every millisecond. Since
the duration to peak recoil motion was about 40 milliseconds, there was
a sufficient number of data points for curve plotting. If the action of
interest occurred in a much shorter time, or if the magnitude of dis-
placement had been a great deal smaller, movie film would not provide
satisfactory results. The mechanics of film motion within the camera
limits the accuracy of such measurements.

1-12
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The insert shown in Figure 12 is the response from a muzzle
mounted strain gage timing bridge. This indicates the time at which
the projectile leaves the barrel. It can be seen that immediately fol-
lowing this, an unexpected, sudden pulse occurs in the tracker response.
This is an erroneous reading caused by muzzle flash effects. The flash
is produced by the burning gun gases as they leave the muzzle behind the
fired projectile. At this time, the momentary high intensity light
source may enter the cathode follower and cause it to temporarily lose
tracking ability. However, as can be observed in Figure 12, as soon as
the flash subsides, the follower again locks onto the target. If the
light is too bright, it can do temporary damage to the tracker. The
solution to this problem has been to focus on a point two or three
inches aft of the muzzle tip, so that the flash does not fall directly
in the field of view of the lens.

The next illustrative example is a fire test of a multi-barrel
gun conducted to measure angular motion using the two tracker method.
Of particular interest in this test was the angular displacement, or
pitching angle, of the muzzle at the time of projectile exit as this
influences the initial heading and accuracy of each round.(35

The two trackers were located 60 inches from the gun and were
focused at points 3.0 and 9.0 inches, respectively, aft of the firing
barrel muzzle. The signals from the trackers were combined and modi-
fied by a scale factor to give angular measurement. The results from
three successive single shots are shown in Figure 13. It can be ob-
served from these tests that the angular displacement at time of pro-
jectile exit, a value of 7.2 milliradians, is quite repeatable for
single shot firing.

Z TIME

-5

PROJECTILE

EXIT TIME

Figure 13. Two Tracker Angular Measurement
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It should be noted that if a tracker is locked-on to the
tapered edge of a barrel, any pitching motion will not affect the
transverse motion measurement. However, any substantial recoil motion,
which occurs at the same time, can produce an erroneous reading. This
linear effect can be compensated for provided the axial motion is
known. The difficulty can be avoided completely by painting half of
the barrel white, and using the centerline cf the barrel as the target.
This then requires front lighting.

The preceding tests were conducted in a test cell which was
completely open to the outside environment on the downrange side. Day-
light conditions presented no particular problems because the resul-
tant lighting within the cell was fairly uniform. It has been found
that optical trackers operate properly with a constant background
lighting. They even operate well in outside weather conditions, under
grey or clear sunny sky. However, patchy or puffy clouds on a sunny
day produce sporadic results. Under these latter conditions, it is
best to provide a cover to attenuate backlight variation effects, es-
pecially when using sky as a comparator.

In the third and final example, a fire test of a 30 mm single
barrel fixture was carried out and the angular motion was measured with
a single tracker and mirror arrangement. A photo of the test set-up
is shown in Figure 14. Here it can be seen that both the tracker and
the light source are quite well protected from the direct muzzle blast
pressure by a substantial wall. Such protection is not usually the
case and some consideration must be given to this dynamic pressure load-
ing, for it can produce motion of the tracker. This will produce erro-
neous results. Often the tripods are weighted and rigidly clamped, or
other stiff support mounts are constructed to avoid this occurrence.
The need for such precautions depends on weapon size and round design.
The influence of blast pressure on the instrumentation can be easily
determined by fire testing with the tracker focused on a stationary
target. Any response ehown by the instrumentation will be the relative
motion of the tracker due to blast effects.

In this type of angular measurement testing, some difficulty
was encountered in keeping the mirror attached to the barrel during
firing. Back surface glass mirrors were used and were attached with
epoxy to the mounting plate. Each mirror held for an average of only
4 shots. Front surface plexiglas mirrors might be more suitable for
this purpose.

The results of the angular measurement in this final test are
shown in Figure 15. The angle at projectile exit was measured as 1.2
milliradians using a maximum rated field of view of 8.0 miliiradians.
The recording of this event on magnetic tape permits a more detailed
study during slow speed playback.

1-14



lES'IARNS & W/AIKEj(

ii " NotIO

MEL

I i•;u.r, i... A;>.igu1~r MI•tiun ,'s

p,'i 1-15



*STEARNS & WALKER4

10

i5

PROJECTILE

-10

Figure 15. Angular Motion Using Mirror

Optical trackers during gun firing have proven to give extreme-
ly accurate measurements and provide a continuous record of direct
measurement. The accuracy of this instrumentation is sufficient to
describe the measurem~ent of the angular muzzle displacement at time of
projectile exit.

1-16



*STEARNS & WALKER

ACYNOWLEDGEMENT

The writers gratefully acknowledge the contribution of the
General Electric Engineering Development Laboratory in recent barrel
motion testing and experimental work. We wish especially to thank
Wayne Alexander for his instruction in tracker optics, and Francis Noel,
Larry Brainard, and James Farnsworth for their efforts in instrumenta-
tion. The assistance of David Maher in performing finite element
analyses is also greatly appreciated.

REFERENCES

1. B. K. Stearns, Effects of Eccentric Firing, Proc., First Conf. on:
Dynamics of Precision Gun Weapons, Rock Island, Illinois,
Jan. 26-27, 1977

2. J. S. Przemieniecki, Theory of Matrix Structural Analysis,
McGraw-Hill, 1968.

3. H. P. Gay, An Interim Report on the Dynamics of Automatic
Weapons. (U). Eallistic Research Labs Aberdeen Proving Ground,
Md., Sept. 1974.

1-17

S- - .-



ABSTRACT

BLAKNEY

TITLE: Measurement of Angular Muzzle Motion of a 105 mm Tank Gun
During Firing
ROBERT M. BLAKNEY
Falcon Research and Development Company
2350 Alamo Avenue, S.E.
Albuquerque, New Mexico 87106

ABSTRACT:

A system for measuring the angular motion of the muzzle of artil-
lery weapons during firing is described. The system provides a continu-
ous (analog) recording of the angular deflection of the muzzle referred
to the breech of the gun with an angular resolution of 0.1 mrad and a
frequency response in excess of 6 k~lz. The technique of measurement in-
volves reflecting a beam of light from a mirror on the muzzle to an analog,
two-axis, position sensing detector; both light source and detector are
mounted at the breech end of the tube. The displacement of the light beam
at the detector is a direct measure of the angular deflection of the muzzle
relative to the breech. A description is given of the design of the sys-
tem and its calibration. Firing tests were conducted with the system on a
statically mounted 105 mm tank gun at Aberdeen Proving Ground, MD. Data
from nine firings were digitized and used to produco; graphical representa-
tions of the muzzle motion prior to and after round exit. Some of these
data are presented. A mechanism is proposed and developed which appears
to account for the dominant features of the observed muz--Je motion.
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MEASUREMENT OF ANGULAR MUZZLE MOTION ON A
105 mm TANK GUN DURING FIRING

ROBERT M. BLAKNEY, DR._
FALCON RESEARCH AND DEVELOPMENT COMPANY

2350 ALAMO AVENUE, S.E.
ALBUQUERQUE, NM 87106

Section 1--Muzzle Deflection Measurement

This paper describes the design and test of a prototype Muzzle
Deflection Measurement System (MDMS) for measuring the angular deflection
of the muzzle of a 105 mmu tank gun during firing. The system provides a
continuous (analog) recording of the angular deflection of the muzzle
referred to the breech of the gun with a resolution of 0.1 mrad and a fre-
quency response in excess of 6 kHz. The technique of measurement in-
volves reflecting a beam of light from a mirror on the tube muzzle to an
analog, two-axis position sensing detector; both the light source and
detector are mounted at the breech end of the tube. A direct measure of
the angular deflection of the muzzle relative to the breech is given by
the displacement of the light beam at the detector.

The prototype MDMS was tested successfully at Aberdeen Proving
Ground, MD, during the week of S December 1977 and nine firings were re-
corded during this period, on which data on muzzle motion were obtained.
The test vehicle for this test was a statically mounted gun; modifica-
tion to the mounting hardware for the MDMS would be required to mount
the system on a tank-mounted weapon.

The purpose of this report is to describe the design of the MDMS,
its calibration, and the results obtained in the field test. Section 1
describes the measurement technique and the objectives of the present
study. The design features of the MDMS are discussed in Section 2,
and in Section 3 the results of laboratory performance test and system
calibration are presented. Results of the firing tests are given in
Section 4 along with an analysis of the data.
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~ The technique used for the measurement of angular muzzie motion
is illustrated in Figure 1. A transmitter/roceiver assembly is mounted
at the breech end of the tube, and a mirror is rigidly attached to the
muzzle. The transmitter is an optical projection system which projects
a collimated beam of light to the muzzle mirror, where it is reflected
back into the aperture of the receiver. The receiver is basically a
camera which focuses the collimated beam onto a position-sensing do-

tector (PSD) in the focal plane of the camera lens. As the gun tube
bends, the vector defining the muzzle pointing direction changes, and
-the (vector) normal to the muzzle mirror undergoes the same change.
This causes the reflected beam to be deflected by an amount equal to

twice the angular deflection of the muzzle vector. Angular motion of
the beam causes the focused spot on the PSD to translate linearly a
distance proportional to the muzzle deflection angle. By measuring the
vector displacement of the spot on the PSD as a function of time, a di-
rect quantitative measure of muzzle motion is obtained.

An objective of the MDMS development was to produce a muzle
motion sensing system capable of measuring both the slow changes in the
muzzle vector due to changing environmental conditions, as well as the
rapid motions which occur during passage of the round down the tube.
The design objective was a system sensitivity of 0.1 mrad over a dy-
namic range of +5 mrad and a frequency response of at least 5 kHz.
Reliable operation was to be obtained in the shock and vibration envi-
ronment of a 105 mmn tank gun. The specifications on this environment
were: At the muzzle, 500 g along the tube axis, and 1000 g at 5 kHz

transverse to the axis. At the turret/gun interface, the specifica-
tions were 500 g at S kHz, and an overpressure of 3 psi.

MUZZLE MIRROR POSITION SENSING DETECTOR

LIGHT SOURCE ,-7,
TRANSMITTER

ii

F~Tfaflsminer Boom Path

SGUN TUBE BREECH

RECEIVER •ilmmm

FIGURE 1. CONFIGURATION OF MUZZLE DEFLECTION
MEASUREMENT SYSTEM
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Section 2--MDMS Design Features

A block diagram of the MDMS is shown in Figure 2.

There are three major subsystems: (1) transmitter, (2) re-
ceiver, and (3) control unit. The configuration of the system as mcunted
on the test gun is shown in Figure 3, where the main components are iden-
tified by the numbers in the figure. The receiver and transmitter are
shown at (2) and (4), respectively, and were mounted on a heavy steel
bracket (1). This, in turn, was bolted to the yoke of the gun. The
muzzle mirror assembly, shown at (3), was fastened to an existing sleeve
on the muzzle at a distance of 380 cm from the plane containing the
transmitter and receiver apertures.

The transmitter assembly consists of a laser diode source, the
radiation from which is collimated by an aspheric lens and projected to-
ward the receiver, via the muzzle mirror. Temperature control of the
laser diode is provided by thermoelectric elements mounted in the trans-
mitter housing. Adjustments are provided for collimation and alignment
of the laser diode axis with the optical axis of the projection lens.

The receiver subsystem is composed of an f/'L.4, 135 mm camera
lens (NORITAR) with the PSD in its focal plane. It also contains the
pre-amplifiers for the PSD outputs which buffer these signals for trans-
mission to the position computer located off the gun in the Control Unit.

RECEIVER CONTROL

RECEIVER I F MI..

NORITAR UDS/0 LFES ICOMPUTER

II

MIRROR SUPPLY

1TRANSMITTER
r" . .... I~aE - A , ..... THEROELCTRICl

OPTICS ~ LDL/LCW-6ELMET

FIGURE 2. BLOCK DIAGRA OF MUZZLE DEFLECTION
MEASUREMENT SYSTEM •,
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LU DIODEq MI U4 WtAC|
loaf) 4 Me

FIGURE 3. GUN MOUNTED CONFIGURATION OF MDMS

Adjustments are provided for positioning the electrical center of the
PSD on the optical axis of the NORITAR and for aligning its axes in the
horizontal and vertical planes.

The control subsystem contains the position computer, all power
supplies and control elements (such as switches, potentionmeters and in-
dicator lights, etc.) for remote control of the MDMS. It was mounted
off the gun and outside the blast enclosure.

Stringent requirements are placed on the receiver optics by
the large separation between it and the muzzle mirror, and by the rela-
tively small extent of the most linear region of the PSD. With an angu-
lar dynamic range of + 5 mrad for muzzle motion, the transmitter beam
reflected from the mirror will swing through a range of + 10 mrad. The
linear distance traversed by the beam at the receiver aperture (380 cm
distant) is 7.6 cm, which is the lower bound for the diameter of the
aperture. This must be increased by the diameter of the transmitter beam
if vignetting is to be avoided. For the MDMS, the minimum beam diameter
at the receiver was 1.6 cm; this required a receiver aperture of at least
9.2 cm.

The function of the lens is to focus the collimated beam to a
small spot on the PSD, which measures the centroid of the light distribu-
tion in this spot. The PSD is a square silicon wafer with four elec-
trodes defining orthogonal, rectangular (X-Y) axes, with the region of
the greatest linearity (0.5%) contained in an area 0.25 cm in diameter
at the origin. Thus, the focused spot should remain within this area.
For an angular range of + 10 mrad, this condition implies that the lens
should have a focal length of 12.5 cm. Since the aperture diameter of
the lens must be at least 9.2 cm, this implies an f/number of f/1.4.

( Furthermore, the lens must be well corrected if an angular resolution
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of 0.1 mrad is to be achieved. Note that 0.1 mrad corresponds to a
displacement of the centroid of about 12 mirons; thus, the effect of
aberrations must cause the controid to move much less than this as the
beam traverses the lens aperture. The lens chosen for the MDMS was
the f/1.4, 135 mm NORITAR and closely meets those requirements.

The PSD chosen for the MDMS is a planar diffused PIN photodiode,
with four contacts defining the X- and Y-axes (see Figure 4). Light ab-
sorbed at its surface causes a photocurrent to flow out through the four
contacts. If i 1 and i 2 are the currents associated with one axis (i.e.,
X-axis), then it can be shown in a one-dimensional approximation that
i 2 - i1  [X/(L/2)]is. Here, L is the dimension of the PSD, R is the dis-
placement of the centroid of the light spot from its electrical center
along the X-axis and is a iI + i 2 is the total photocurrent. From these
two relations one obtains

X - (L/2)[(i 2 - i 1 )/(i 2 + il)J (1)

Thus, the position of the centroid of the light spot is proportional to
the ratio of the difference and sum currents flowing out of the pairs
of contacts defining the X- and Y-axes. Note that Eq. (1) is independent
of the magnitude of the photocurrent, so that measurement of the centroid
position is independent of the absorbed light power. This result has been
verified with the MDMS and holds over a wide range of transmitter beam
power.

Figure 4 is a block diagram of the position computer which per-
forms the operations indicated by Eq. (1). The four currents from the

I• Vx+-Vx-

FIGURE4 .BLOCK DIAGRAMO TION COMPIFIER" • YX" ":+ BUFFER

SVx+-Vx- -- "----- vx -+ ''Vx-

IDINTICAL CIRCUIT FOR Y- AXIS

FIGURE 4. BLOCK DIAGRAM OF POSITION COMPUTER i-
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PSD are first transformed to voltages which are then transmitted to the
position computer (in the Control Unit, off the gun). For each electrode
pair, the difference and sum of the voltages V and V are formed andX4_the ratio taken in accordance with the prescription of Eq. (1). The out-
put voltage from the computer is

x = K(Vx+ - VX.)/(VX+ + VX_) (2)

where K is a scale factor to be determined by calibration of the MUMS.

Section 3--MDMS Calibration

For angular calibration, the MDMS was mounted on an I-beam in
the configuration of Figure 3, with the transmitter/receiver and muzzle
mirror separated by 380 cm, the planned separation on the gun. The muz-
zle mirror was contained in a two-axis mount which could be rotated by
micrometer adjustment about the X- and Y-axes. Angular tilt of the muz-
zle mirror was measured with a Kollmorgan Model K222 Dual Axis Autocol-
limator. This instrument directly measures the tilt of the mirror and
has a sensitivity and repeatibility of 0.1 sec of arc.

The general procedure for calibration was to rotate the mirror
through a small angle about one of its axes, measure the amount of rota-
"tion with the autocollimator and record the output from the position com-
puter for each increment of tilt. It was first necessary to align the
PSD axes with the axes defined by the mirror mount. When the MDMS was
transferred to the gun, the PSD axes became the reference coordinate sys-
tem for the gun measurements. Following this alignment, the focused
light spot was moved to the electrical center of the PSD (zero output
from X- and Y-channels). The mirror was then tilted in increments of one
minute of arc (0.29 mrad) about the X-axis, for example, and then rotated
about the Y-axis to sweep the transmitter beam horizontally across the

receiver aperture. The output of the position computer was recorded on
an X-Y recorder. This gave a line on the chart parallel to the X-axis
with a measured angular displacement from it. By repeating this process
for both axes, a grid was traced, with the grid lines spaced at measured
one minute intervals. If the MDMS is linear, a rectangular grid is the
result. With this presentation, it is easy to detect nonlinear effects
and where they occur on the PSD. Figure 5 shows the results of a cali-
bration scan.

A transfer function for the MDMS can be obtained by plotting
the voltage output as a function of the mirror tilt. This is shown in
Figure 6 in which the plotted points represent measured values of voltage
and tilt angle along the X- and Y-axes. Points on the curve in the
figure marked + represent measured points on the X-axis; points marked

01 e are for the Y-axis. For the final system calibration, these data were
represented by the function
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FIGURE 5. X-Y ANGULAR SCAN FOR MDMS PLOT SCALE, 2 V/cm;
BEAM POWER 0.43 mw. GRIDJ SPACING, I MINUTE

OF ARC (0. 29 mrad)

TRANSFER FUNCTION

OT 1 012sim- 1IV/ 7.84) rmad

V -Position Comp~uter Output in Volts

HT WMIN)

FIGURB 6. TRANSFER FUNCTION FOR MDMS PROTOTYPE
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"0 7.012 sin-'(V /7.844) mrad (3)
TCY MY

In this expression, y = X or Y, VMy is the output of the position compu-
ter for the y channel and OTCY is the mirror tilt angle as computed by
the position computer along the y-axis.

The transfer function of Eq. (3) can be used to determine the
S•composite tilt of the mirror in the X-Y plane. As a check on the accu-racy of the transfer function, Eq. (3) was used to predict the mirror

tilt at the intersections of the grid lines, where the angles are known
from the autocollimator measurements. This was done for 48 off-axis

points spanning the full + 5 mrad range. In all cases, the differenceI between angles measured by the autocollimator and the position computer
was less than 0.1 mrad. The conclusion is that the accuracy of the mir-
ror tilt measurement made by the MDMS is at least 0.1 mrad.

The non-linearity exhibited by the transfer functions of Fig-
ure 6 is due primarily to vignetting of the laser beam at the edge of the
receiver aperture. When part of the beam is vignetted, the centroid of
the light distribution on the PSD shifts toward the center. Thus, the
incremental change in centroid position with increasing mirror tilt be-
comes progressiVely--essjfor large angles as more of the beam is vig-
netted.

Frequency response of the MDMS was measured by reflecting a
He-Ne laser beam from a sinusoidally oscillating mirror into the receiver
aperture. As the frequency of oscillation was changed, the amplitude was
kept zonstant at approximately 3 mrad. MDMS response was found to be
flat to I kHz and then to roll off with a single time constant, falling
to 80% of its low frequency value at 6 kHz. This behavior is due solely
to the frequency response of the position computer, which had a nominal
bandwidth of 15 kHz (3 db point).

Section 4--Results of Firing Tests

* Nine firing tests were performed with the MDMS on a statically
mounted 105 mm gun at Aberdeen Proving Ground, MD. On five of the fir-
ings, standard M392 APDS rounds were used; proof slugs were used for the
remainder. The gun was additionally instrumented to detect the events
of round emergence and round exit, and to measure the distance of tube
retraction in recoil as a function of time. The latter measurement
showed that at the time of round exit, the tube had begun recoil and had
moved approximately 3 cm.

The analog data from the X- and Y-channels of the position com-
puter were digitized at 5 psec intervals. The data were then processed
to convert the digitized counts to angular units in milliradians, accord-
ing to the prescription of Eq. (3). A measure of the noise in the data
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was obtained by computing the standard deviation of counts during a 2 ms
interval prior to the beginning of round motion.

Figures 7 and 8 show the angular motion of the muzzle in the
X- and Y-directions for one of the shots. The vertical line on the right
side of each figure indicates the time of round exit, and the legends
give the initial off-set and noise in milliradians. Time is referenced
to an arbitrary origin and has the units of milliseconds.

The motion of the muzzle can also be displayed as a Lissajous
plot from Figures 7 and 8. Figure 9 is such a plot for the same shot
and spans a one millisecond interval centered on the time of round exit.
The events of round emergence and round exit are indicated by the symbols
X and 0, respectively. A measure of the RMS uncertainty in this plot,
due to system noise, is given by the separation of the two straight lines
labeled a at the right of the figure.

The angular behavior of the muzzle in the X-Y plane during fir-
ing is shown in Figure 10 for seven shots. These are smoothed traces
from the computer plots. Each row represents one shot and shows the mo-
tion in successive one millisecond intervals, starting at the left.
Round emergence and exit occurs in the fifth column of the figure, and
these events are marked as previously described, if they were recorded.
On five of the shots, data drop-outs were experienced near the time of
round exit and were due to obscuration of the laser beam by the ejection

E_ Ln
SHOT- X49-11-24 I

S2- ORTE - 12/9 w
X-CHRNNEL

2 OFF-SET- O.OOS23rIRAO
NOISE - O.0295SMRAD

SLRE
7 - -- r I I I

23.92 24.92 25.92 26.92 27.92 26.92 29.92 30.92 31.92

TIME IN MSEC

FIGURE 7. X-COMPONENT OF MUZZLE MOTION VS. TIME
105 mm TANK GUN
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of combustion products from an uncovered bore evacuator hole at the top
of the tube. This accounts for the discontinuities in some of the traces.
The problem was corrected prior to firing the two shots shown at the top
of the figure.

For five of the shots, the event of round emergence was recorded
* •and the angle of the muzzle at this event could be measured. On the re-

maining two shots, round emergence occurred during a drop-out; the muzzle
angle could be closely estimated, however, from the X- and Y-plots against
time. From'this limited sample, the standard deviation of muzzle pointing
angle at round emergence was estimated to be 1.8 mrad. This suggests that
the contribution to the total dispersion due to this effect would be a cir-
cle 3.6 m in diameter at 1 km.

A prominent feature of muzzle motion shown clearly in Figures, 7
r and 8 is its oscillatory character, which is interpreted as tube bending.

The period of oscillation in both the X- and Y-directions ias the same for
all firings and is in the range 0.8 ms to 1 ms, implying a dominant fre-
quency on the order of 1 kilz to 1.3 kliz. This is well above the natural
resonant frequency of bending of the gun tube and suggests the existence
of a driving force at this frequency. A plausible mechanism for thi,
force is suggesting by considering the forces acting on the tube in reac-
tion to the accelerating shell, which is forced to rotate by the rifling
grooves. Figure 11 illustrates the force components resolved along and
perpendicular to the direction of a rifling groove. FT is the net tor-
quing force acting at right angles to the tube which causes it to twist
in a counterclockwise direction, if shell rotation is clockwise, FT also
can produce a bending moment about the breech which would cause the muz-
zle to be deflected. Since FT rotates with the shell, the time dependerce
of its components along the X- and Y-axes is of interest.

The forcing function for the X-component of tabe motion is:

FTX = FT(t)cos(Wst) (4)

where, w. is the angular rotation rate of the shell and t is time. If
v(t) is the shell velocity in the tube and R is the number of revolutions
per unit length made by the shell, then:

Ws = 2TrRv(t) (5)

For a 105 mm tank gun the rifling rotates the shell in a clock-
wise direction one revolution in 18 calibers. This gives R - 0.53 rev/m.
Measured data on shell velocity in the tube were obtained from the U. S.
Army Ballistic Research Laboratory, Aberdeen, MD, are represented by the
curve in Figure 12. This curve was differentitated to obtain the shell
acceleration, which is proportional to FT- For purposes of evaluating the
postulated forcing function of Eq. (4), the shell velocity and accelera-
tion were approximated by the following expressions:
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FIGURE 11. RESOLUTION OF FORCES ON TUBE DUE TO ACCELERATING AND
ROTATING ROUND
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FIGURE 12. VELOCITY OF SHELL IN TUBE OF
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v(t) - 150 t + 50ST(exp(t/Tl) -1] M/sec
t < 1.7 ms

a(t) - 150 + 50 exp(t/Tl) M/sec2

v(t) m 1898 - 2360exp(-t/T 2 ) m/sec
t > 2 ms

a(t) - 860oxp(-t/t 2 ) M/sec 2

The time constants are Tr - 0.983 ms and T2 - 2.754 ms. These expressions
closely approximate the measured velocity and derived acceleration over the
time intervals indicated.

When these expressions are substituted into Eqs. (5) and (4), re-
spectively, normalized forcing functions acting along the X- and Y-axes can
be evaluated. The result for the X-axis is given in Figure 13 and shows
that the force is quasi-periodic, with a period in the range 0.9 to 1.1 ms,
in close agreement with the period of observed muzzle motion. During the
approximately 6 ms between the beginning of round movement and round exit,
four to five well-defined oscillations are predicted by this simple analy-
sis. Again, this is in reasonable agreement with the observations.

1.10ms

O.9sms 0.90mG

"L4

Z

I
U0

-1.0
0 1 2 3 4 6 7

TIME (ms)
FIGURE 13. NORMALIZED DRIVING FORCE FOR THE TUBE OF A 105 mm TANK

GUN BASED ON MEASURED VELOCITY DATA
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This result supports the hypothesis that a dominant force on
the tube is the reaction to the forced rotation of the accelerating shell
and gives rise to a torque on the tube. The time dependence of the axial
components of the force has been shown to be the same as the oscillatory
motion of the muzzle in the X- and Y-directions. A more comprehensive
analysis of the forces generated during firing would be required to show
that the proposed mechanism can cause tube bending with the observed am-
plitude. -te results obtained in this study only suggest that this mecha-
nism is an important factor in producing the characteristic muzzle motion.
A test of the hypothesis could be made by observing muzzle motion during
the firing of M735 APDS, fin-stabilized rounds. In this case one would
expect much less energy to be coupled into the tube from the round and
consequently less deflection of the muzzle.

Resonant vibration of the muzzle mirror mount could cause the
output of the position computer to show oscillations. A design criterion
for the mount was that its distortion under maximum muzzle g-loading would
not change the direction of the reflected beam by more than 0.025 mrad.
An analysis of this structure indicates that its resonant frequency is in
the neighborhood of 14 kHz. The conclusion is that flexure of the muzzle
mirror mount makes no significant contribution to the signal from the
position computer, and, therefore, that the observed motion is due to tube

bending.
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ABSTRACT:

Muzzle motions of the M68 105-mm tank gun which occur during
firing were computed and compared to test measurements. Tests were
conducted by the Propulsion Division at BRL with the gun secured to
the BRL accuracy mount. Motions were calculated in the vertical plane,
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MUZZLE MOTIONS OF THE M68 105-mm GUN

*P. A. COX
JAMES C. HOKANSON

SOUTHWEST RESEARCH INSTITUTE
SAN ANTONIO, TEXAS 78284

The paper is based upon work performed for the Propulsion
Division of the Ballistic Research Laboratories in the time period
November 1974 through June 1977 [1]. In this work, motions of the
M68 105-mm weapon produced by a single firing were computed by the fi-
nite element method and compared to measured motions. Motions of the
gun tube during firing alter the initial pointing vector of the muzzle
and impart lateral and angular velocities to the projectile as it exits
the tube. The effect of muzzle motions on the projectile exterior bal-
listics can be gauged by computing the angular momentum of the projec-
tile at muzzle exit and the angular deviation of the projecile flight
path relative to the initial line of sight of the muzzle. Changes in
these two quantities produced by changes in weapon parameters and in
the analytical model were studied. Parameters varied include the pro-
Jectile unbalance, mass eccentricity of the breech block, and tube sup-
port stiffness. Variations in the analytical model included changes
in stiffness and in the projectile-tube interaction forces produced by
beam shear deflections.

Analytical Method

The two-dimensional computer program used for calculating
muzzle motions is based on a displacement (or compatible) finite ele-
ment formulation. As outlined by Cook [2], a system of algebraic equa-
tions is obtained by minimizing the total potential energy of the sys-
tem

= U+W (1)

with respect to kinematically admissible nodal displacements. U and W
are obtained by summing the strain energy and the potential energy of
the external loads over all elements. For uniform beam elements with
lateral (bending only) and axial deformations, the element strain ener-
gy is given by
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U EI 2d EA V2 vdx (2)
i e T f2x T

0 0

where uxx is the second derivative of the lateral displacements, u, with
re,1 pect to x, and vx is the first derivative of the axial displacements,
v, with respect to x. The potential energy of external concentratedloads is

We f I[F(xF) u 6 (x-xF) + P(xp)v 6(x-xp)] dx (3)
0

where 6(x-xF) and 6(x-xp) are Dirac Delta functions. The above equa-
tions reduce to the following form

I = uT ku - uTf (4)

which, when minimized with respect to the nodal displacements, gives

ku- f = 0 (5)

These equations were derived using the Hermite polynomials for inter-
polation functions within the beam elements.

For the dynamic case, first order differential equations were
obtained by employing the well known d'Alembert principle, and intro-
ducing the inertia forces as equivalent static loads. Lumped masses
were used so that these forces were introduced at the nodes. Interpo-
lation formulas are, the same as for the static case. Shear deformations
were introduced by deriving the element stiffness matrices using a di-
rect strength of materials approach. The interpolation functions, ob-
tained from the static deformed shape, were used to derive the force
vector.

Forcing functions, F and P of Eq. (3), include:

breech pressure
projectile-tube friction
forces produced by projectile unbalance
forces produced by projectile-tube motions
forces produced by reactions within the recoil
mechanism

The forces produced by projectile-tube motions couple with beam iner-
tias for the element within which the projectile lies.

The system of equations thus obtained can be written in one
of two ways.
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MidUN}+ [C]{UN) + [K]{UN) - (F(t,UN,UNIN)} (6)

or

(M(t)l{(UN) + [C(t)]{ON} + [K(t)]{UN) a MF(t)} (7)

In Eq. (6), the coefficients of the displacements and their derivatives
are all constant, and the external forces are functions of time and the
instantaneous beam displacements, velocities, and accelerations. The
mass matrix.[M] is diagonal as indicated. In Eq. (7), the time depen-
dent coefficients of the forces are combined with the constant coeffic-
ients of Eq. (6), which leaves the external forces as functions of time
only. The coefficient matrix [M(t)] is no longer diagonal.

Either system of equations can be solved numerically by march-
ing in a series of time steps, At, evaluating accelerations, velocities,
and displacements at each step. The procedure used in this work was
the average acceleration method described by Timoshenko, et al. [3].
Displacements and velocities are written

'u = ) + • t~at+ {U 1N}t) (8)UN t UN tAt+T N'-t "N)

{UN}t = {UtAt + (ON)t_.t + {UN}t) (9)

Acceleration at time t is found from either Eq. (6) or (7). Dropping
the distinction between time dependent and constant coefficients, the
acceleration at time t is

{UNIt = [M] l ({Flt - C N) - [K]t{UNt) (10)

Equations (8) and (9), when substituted into Eq. (10), give the accel-
eration at time t in terms of tube displacements and motions at t - At.

{UN}t= TM - e [K] {F~t"- [C]t ({ON'tAt + 2t
"t2 2

x {NtAt) - [Kit ({UNlt_.At+ AtUN}t_*~At 2  
** UNtt) / ll

Equation (11) is usually written

{UN~t . [M•] {R}t (12)

0
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For linear systems with constant coefficients, the matrix must be
assembled and inverted only once. Also, if R is a prescribed function
of time only, then Eqs. (8), (9), and (12) give the displacement history

k' directly without iterations. Even if the matrix [M] is a function of
time, the displacement history can be found without iterations, but the
matrix [M] must be reformulated and inverted at each time step. This
can be very costly in terms of computation time.

A simpler approach, and the one employed in this work, is to
solve Eq, (6) using an iterative procedure. For this solution, it is
convenient to use Eqs. (6), (8), and (9) directly and avoid the assembly
and inversion of the matrix [(]. The general procedure is as follows:

Initial conditions:

1. {UN}, (O1N}, and {F1 must be known at t = 0. (Call this

t - At for convenience.)

Predictor:

2. Compute {UN}tAt from Eq. (6).

3. Set {UN} = UN}
N N t-At'

4. Compute {UN}t and {UN}t from Eqs. (8) and (9).

5. Determine MF~t using the predicted values of {UNWt, (UN}t,
and {UN}.

!t

6. Compute W N" from Eq. (6).

Corrector:

7. Repeat Steps, 4, 5, and 6.

8. Compute at time t for lateral, axial, and rotational dis-
placements, separately

I UN j -

Rk= jNJ for k = 1, 2, 3 (13)JUINj 1

where j denotes the current value and j-1 the value from the
previous iteration; i is the summation index which extends
over all lateral displacements for k = 1, axial displacements
for k = 2, and rotations for k = 3.
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9. If Rk > ' for k a 1, 2 or 3, repeat Steps 4 through 8; other-
wise, save current values, increment time, and continue the
integration. For these studies, E = 10-6.

Because the ['] matrix is not formed and inverted in the it-
erative scheme, this approach is suitable for nonlinear problems which
require periodic updating of the [M], [K], or [C] matrices. Because
the matrix [M] is still diagonal, its inversion is trivial.

This same basic iterative approach also can be used with Eq.
(7). For this case, Step 5 would call for updating and inverting the
time dependent, nondiagonal mass matrix. Leaving the time dependent
coefficients in the force vector is more efficient.

Finite Element Model

The finite element model (F.E. model) of the weapon for the
vertical plane is given in Figure 1. A cross-section through the wea-
pon which includes essential features of the tube, cradle, and BRL ac-
curacy mount is also shown. A legend identifies the parts of the model.
In this F.E. model the tube is completely uncoupled from the cradle and
the mount. Tube support was altered by varying damping and stiffness
for members 20 and 22. Stiffness and damping in member 21 were zero
for all calcu-Tations-. The tube support sleeve is undercu-t in the cen-
ter, and calculations of tube motions in this region indicate that con-
tact between the tube and the tube support sleeve at node 16 will not
occur. Members 20, 21, and 22 have zero bending stiffness so that axial
motions are reacted totally By- the spring between node 18 and ground.

The tube has been represented by 18 beam elements and 57 de-
grees-of-freedom. Up to 38 lateral modes could be calculated from this
model. It should give an accurate representation of at least the first
ten lateral modes. Joint No. 1 is located 38 mm aft of the muzzle so
as to correspond to transducer locations used in the BRL test program.
Although not indicated in the model, the tube is given an initial droop.
Droop is caused by gravitational forces and is input to the program as
a slight offset from the X-axis in the negative Y direction for nodal
points I through 14. Initial tube offsets produced by manufacturing
or solar heating have been ignored. The breech mass also has an ini-
tial offset below the X-axis which is associated with the breech block
eccentricity.

Input data for the F.E. model were taken from production draw-
ings of the M68 weapon, from physical measurements on weapon parts, and
from transducer recordings made during firing. Table I summarizes the
input data used for the majority of the calculations. These data cor-
respond to a test identified as IDENT 06 from a firing program conducted
by the Propulsion Division of BRL. All parameter studies reported are
made for interior ballistics data measured during this test. Test re-
sults and the corresponding calculations for tests IDENT 08 and 10 are

(13
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Link - nods locations

E O-D element numbers (typOTU )
ta,,~o 0 - ,ma.. locations

FIGURE 1. FINITE ELEMENT MODEL OF THE TUBE

TABLE I. INPUT DATA FOR IDENT 06: STANDARD SET

Input Data and Source

Mass and stiffness of tube Computed from production drawings
Breech block eccentricity 8.911 rm below tube L (measured)

Champer pressure Measured during firing (Figure 2)

Projectile axial motions Displacement measured during firing
velocity and acceleration computed
from displacement vs time (Figure 3)

Projectile eccentricity 0.35 nmn - iritially oriented along
+ y-axis in Figure I (measured)

Projectile mass 5.72 kg (measured)

Initial tube drop Maximum of - 2.5 mm at Node 1
(calculated)

Breech force Given by Figure 4e (calculated from
torsional response of the tube)

01
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given only for comparison with those of IDENT 06.

518 .10.

301.111.

FIGURE2. C E P E I T D----42.13 '4.1 5.131 UOn 11.11
TINE (IEC )

] TEST NO. 5

FIGURE 2. CHAMBER PRESSURE INPUT DATA

Forcing Functions

The time-dependent forces applied to the model of Figure 1
are given in Figure 4. These include the axial forces produced by
breech pressure and projectile-tube friction, lateral forces produced
by projectile unbalance coupled with projectile spin velocities and
acceleration and a lateral breech force produced by reactions between
the breech and the torque bracket. Projectile exit from the muzzle is
indicated by the light horizontal and vertical lines which intersect
the curves in this figure. Similar lines will be used throughout the

1-41
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-i paper to denote projectile
exit. The so called "Bour-

, don forces" were omitted.

Note that the forces
"AW .lproduced by friction and

the breech pressure are
zero for some finite 'time
after t = 0. The reason
for this delay is that
neither the breech pressure
nor friction was applied
o.mtO the tube until the

TIRE (Macbreech pressure overcame
that produced by the re-

ISO coil spring preload and
projectile-tube friction.

Motion dependent
forcing functions also oc-
cur as a result of projec-
tile-tube motions and will
differ from run to run un-
less conditions are iden-
tical. These forces are
called "moving mass ef-
fects" and are inertia
forces produced by coup-

6.. . .0 11N ling which occurs between
projectile axial motions

NO. 6 and tube lateral displace-
ments and motions. An
example of these forces is
given in Figure 5. The
run number in the figure
caption refers to numbers
which will appear in the
table of results. Deriva-
tion of these forces is
given by Simkins [41 and
by Cox and Hokanson [1 1.

Parameter Study

This parameter study
3a.0 ' a. .0si , .. was conducted to investi-

"Two. I gate specifically the ef
fect of projectile unbal-
ances, breech eccentricity,

FIGURE 3. PROJECTILE MOTION DATA and tube support stiffness
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N

0 1.3 3.0 4. 6.0 7.5 9.0 10.5 !2.0
TiME£ (me)

(c) Cantrit(gal Force Produced by Projectile Unbudan.e and
-l Spin Velocity

O 1.5 3.0 4.' 6.0 7. 5 9.0 to's 12 .0

TIME (me) )

(*) Axial Force Prodcceu by Breach Presora

or.

0a

UN 0

I 4i

i.5 3.0o 4.5 6.0 7.5 9.0 10.5 11.0 0 1.5 3.0 4.5 6.0 7.5 9.0 • o0. 17.0

TIME (mel) TIME (mel

(b) ProJectile-Tube Axial Friction Force (d) Force Produced by Projectile Unbalance and Spin

Acceleration

I

* V

* I * 0 * 5 6 1 8

TIME (WO

(a) Force Produced by the Torque Reaction

FIGURE 4. 1IME-DEPENDENT FORCES APPLIED TO THE F.E. MODEL
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upon muzzle motions. Addi-
tional studies were made
to examine the effect of
certain variations in the
*analytical model on thecalculated muzzle motions.

S- One such variation was the
+4 •.inclusion of shear defor-

Su mations. Throughout the
- ý- study, calculated and mea-W W sured results were compared

to assess the accuracy of
the calculations.

I, Included in Figure 6
are the nuzzle motions

, medsured on the M68 weapon
'E ( m a , ' for test IDENT 06. Calcu-

lated motions from the pa-
FIGURE 5. TYPICAL MOTION DEPENDENT rameter studies will be
FORCES (RUN 60.22) compared to these values

in both magnitude and sig-
nature. The time axis on the graph is labeled in fiducial time (time
measured relative to a timing mark). Ignition of the propellant cor-
responds to about 20.6 ms in fiducial time. The number in parentheses
above the time scale is measured from propellant ignition and corres-
ponds to the time scale used for the calculated results.

Forty-two different computer runs were made in the parameter
study. Entries in Table II are keyed to computer runs, and these run
numbers are also given on figures which will be used to show some of
the results graphically. Runs omitted from the table did not contrib-
ute to the study.

The parameter variations are identified as column headings.
Parameters varied include the integration time-step, projectile eccen-
tricity, breech eccentricity, projectile-tube interaction forces,
breech reaction, shear deformations, and the tube support conditions
(columns headed by "AJ" and "CA"). The column headed "Moving Mass" is
used to denote the inclusion or exclusion of moving mass effects; the
breech reaction is the force in Figure 4, discussed previously; "Shear
Deformations" refers to the inclusion or exclusion of these effects
when computing beam stiffness and the beam deformed shape; the symbols
AJ2 0 and CA2 0 denote the cross-sectional area and damping, respective-
ly, of member 20 of Figure 1 (it is the member which supports the rear
of the tube); -nd AJ22 and CA22 denote member properties at the front
tube support. Also in Table TI, the letter "N" denotes "Standard
Values" as given in Table I; otherwise, the values are either zero, a
reversal of the standard value (-N), or some multiple of the standard
value.

C,
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Ni 9., Results in the table in-
clude the lateral displacement

U., •calculated at a position 38 mm
behind the muzzle; the projec-
tile linear momentum, which is
normal to the original line of
fire; the projectile angular
momentum; and the angular dev-
iation in mils. Angular devi-
ation is simply the angle of
flight relative to the origi-
nal line of fire computed from
the projectile linear momentum.
The results given correspond
to the time of projectile exit
from the tube. This time is
nominally 7.435 ms.

Selected parameter vari-
ations of Table 11 are dis-
cussed. Initial runs (60.01

a Jthrough 60.12) were made to
B' select an integration time

WIN - step and to show the effect of
including moving mass effects.
These will not be discussed
further except by comparison"-Cw with other results. The dis-

•'", cussion includes "moving mass
Sii 20 X7 effects" produced by the coup-

ling which occurs between pro-

jectile axial motions and tube
F E MEASURED MUZZLE MOTIONS lateral motions, and are based

IN THE VERTICAL PLANE FOR IDENT 06 on calculations performed with

the same integration time step.

Tube Support Stiffness

Variations in support stiffness included changes to both the
area (stiffness) and damping of members 20 and 22 of Figure 1. Values
of AJ above 0.03 m2 are considered as firm support, regardless of the
damping value. Minor changes in results were produced by increasing
the support area above this value. Alternately, the tube behaved es-
sentially as a free-free beam for area and damping values of 3x 10- 7 m2

and 5x103 N-s/m, respectively. Lower values of AJ and CA produced no
significant change in the results.

Muzzle motions computed for a firmly supported tube are pre-
sented in Figures 7 and 8. Figure 7 gives results for a balanced pro-
jectile (zero eccentricity of the projectile mass). For the balanced
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i.

* I

- 'p

a a a a a 55 I II A a pa~ (". 4~ 1

FIGURE 7. MUZZLE MOTIONS IN FIGURE 8. MUZZLE MOTIONS COMPUTED
THE VERTICAL PLANE FOR A WITH CONSISTENT SHEAR DEFORMATIONS
FIRMLY SUPPORTED TUBE (RUN FOR A FIRMLY SUPPORTED TUBE (RUN
60.30) 60.4U)

round, the forces shown in Figure 4c and 4d are zero. Otherwise, stan-
dard input data given in Table I for IDENT 06 were used. These results
match well with the signature of the experimental data, but magnitudes
of the displacement, velocity, and acceleration are low by a factor of
50 to 100. Including projectile eccentricity in the calculations pro-
duces the muzzle motions of Figure 8. The magnitude of the displace-
ment prior to projectile exit has changed very little, although there
is a sharp increase in displacement 'immediately thereafter. Maximum
velocities are now within a factor of 3 to 4 of measured values, and
the magnitude of the calculated acceleration is about 64% of the mea-
sured acceleration.
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, / / Freeing the tube produces
the results of Figure 9. Except

$ ( for the support parameters, input
Ii data are identical to those used

to produce the results of Figure
8. Only the magnitude and char-
acter of the displacement have
changed significantly. Displace-

_____ --___ _ . ments have increased fourfold,
but are still about 1/20-th of
measured values. Several obser-
vations can be made from these

I comparisons:

I (1) Calculated displacements in
Sthe vertical plane are much

lower than measured dis-

* placements.
_ _(2) Analyzing the tube with boun-

" dary conditions which closely
approximate a free-free beam

| gives muzzle displacements
atp that best match measured dis-

. ..___.placements in both magnitude
-V and signature.(3) Muzzle oscillations produced

by projectile unbalance are

small and are probably ob-
, , , ,,, , , scured by motions of the mag-

nitude measured.

(4) Because calculated and mea-
FIGURE 9. MUZZLE MOTIONS COMPUTED sured velocities and acceler-
WITH SHEAR DEFORMATIONS WITH THE ations are much closer in
TUBE WEAKLY SUPPORTED (RUN 60.41) magnitude than the displace-

ments, it may be that some
"steady" force acting in the vertical direction produces the additional
displacement. A differential force on the tube produced by tube curva-
ture and initial pressure (the so called Bourdon force) might produce
the observed result.

Projectile Unbalance

Figures 7, 8, and 9 show the effect of projectile unbalance
(mass eccentricity from the tube centerline) on a firmly supported tube.
Figure 8 indicates that, for the unbalance of the projecile in the
IDENT 06 test, muzzle motions produced by the unbalance will be obscured
by overall tube motions even smaller than those measured. Thus, projec-
tile unbalance will not be noticeable in the measured displacements;

0
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however, it does have a pronounced effect on the muzzle velocity and
acceleration and upon the projectile momentum at muzzle exit. By com-
paring results in Table II for Runs 60.28 and 60.41, projectile eccen-
tricity reduces the magnitude of projectile momentum for the weakly
supported tube. For firm support (compare Runs 60.30 and 60.38), pro-
jectile eccentricity increases the projectile momentum.

Increasing projectile eccentricity to twice the value used in
test IDENT 06 does not significantly change the peak displacement up to
muzzle exit, but it does sharply increase the projectile momentum at
muzzle exit. This is shown by Runs 60.27 and 60.31 for both weak and
firm tube support. For these two cases, the maximum calculated velocity
and acceleration increased to -0.281 m/s and 9.235 m/s , respectively.
This is substantially above measured values.

Breech Block Eccentricity

The results of Runs 60.22 and 60.26 show the effects of
breech block eccentricity on muzzle motions for a "weakly" supported
tube. In these runs, the breech block eccentricity was varied from
zero to twice its normal value. Muzzle displacements for the two ex-
tremes are shown in Figure 10. Part (a) gives results for a balanced
breech, and part (b) for twice normal breech eccentricity. Muzzle dis-
placements are small for the balanced breech, on the same order as dis-
placements calculated for a firmly supported tube. Muzzle motions
caused by projectile eccentricity are apparent. When the breech eccen-
tricity is doubled (the normal eccentricity is 8.911 mm below the X-
axis), muzzle displacements increase substantially. Now muzzle motions
produced by projectile eccentricity are completely masked by the larger
motions produced by the breech unbalance. Still, muzzle motions are
far short of measured values.

Shear Deformations

All calculations performed in Runs 60.01 through 60.35 in-
cluded shear deformations in the evaluation of the beam element stiff-
ness matrices; however, shear deformations were not included in the
interpolation functions. Neglecting shear deformations in the inter-
polation functions affects the magnitude and distribution of the ele-
ment forces, including "moving mass effects." A more consistent finite
element formulation is obtained when shear deformations are included
(or neglected) in all terms.

Results in Figures 8 and 9 (Runs 60.40 and 60.41) were ob-
tained with shear deformations in the finite element formulation. When
shear deformations are omitted for a weakly supported tube, the results
of Figure 11 are obtained. Except for the omission of shear, the run
is identical to that of Figure 9. The effect of shear deformation is
to stiffen the tube and create higher frequency oscillations at the
muzzle. Displacements and velocity change only slightly in magnitude,
but accelerations are increased by about 50%. sm
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FIGURE 10. EFFECT ON MUZZLE FIGURE 1 1. MUZZLE MOTIONS COMPUTED

DISPLACEMENTS OF BREECH UN- WITHOUT SHEAR DEFORMATIONS WITH THEBALANCE TUBE WEAKLY SUPPORTED (RUN 60.42)

An increase in acceleration is produced by higher forces.
The net lateral force between the projectile and the tube is given in
Figure 12. Permitting shear deformations in the tube "smooths" the
lateral force between the projectile and the tube and reduces the amp-
litude of the peak by about 50%. From Table II, the angular deviation
of the projectile from the initial line of fire is increased in magni-
tude by a factor of about 2.5.

Discussion of Results

In addition to the parameter studies performed for test
IDENT 06 in the vertical plane of motion, parameter studies were per-
formed for motions in the horizontal plane and in torsion. Also, muz-
zle motions were calculated for tests IDENT 08 and 10.
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If

Analytical and ex-
perimental results for

(a) Neglecting Shear Deformations (Run 60.42) the three tests are sum-
marized in Table III.
Except as noted, all re-
sults are for the tube
supported on weakI, _springs (essentially a
free-free beam). Peak
values of muzzle dis-

- placement, velocity,
and acceleration are
given for two different
time intervals labeled
as:

time < Tm

(b) With Sheav Defomations in the Interpolatio i and()Functions (Run 60.41) /

a time < T

Tm is the time at which

the experimental data
end. It is given in
both fiducial time,
which corresponds to
the time scale for the
experimental data, and7M (no) in time which starts at
zero when the propel-

FIGURE 12. NET LATERAL FORCE BETWEEN lant is ignited. Zero
THE PROJECTILE AND THE TUBE time was established by

the first detectable
rise in chamber pres-

sure. Tme denotes projectile exit from the tube. This value was cal-
culated from the tube length, calculated recoil displacements, and mea-
sured projectile motions. Because experimental data did not extend to
projectile exit, only calculated results are given in the second time
interval.

Peak values were determined according to magnitude. A sign
is given to show whether it peaked in the positive or negative direc-
tion. Because the muzzle accelerations oscillate about zero, both a
negative peak and a positive peak are given. Both positive and nega-
tive peaks are also given for velocity if they were significant. For
vertical motions, positive is up; for horizontal motions, positive is
to the right while looking down the tube. Torsion follows the right
hand rule with the positive axis pointing down the tube.
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Most of the observations made when comparing measured and
calculated values for IDENT 06 also hold when comparing with IDENTS 08
and 10. These include:

Calculated motions lag measured values. This is true in
every case for time < Tm except perhaps for torsional mo-
tions of IDENT 08. Fere the magnitude of the calculated
displacement exceeds the measured value, but velocity and
acceleration are low. The "lagging" of calculated motions
behind measured values is most pronounced in the horizontal
plane. In the horizontal plane, the breech lies on the
axis and no initial tube deflections were considered. Be-
cause of this, calculated motions of the muzzle are very
small until the projectile nears muzzle exit, at which
time abrupt motions occur.

If calculated values out to projectile exit are compared to
available experimental data, the magnitudes of calculated
displacements in the vertical plane are still much too low.
For this comparison, the ratios of measured to calculated
muzzle displacements are:

19.4 for IDENT 06
-14.7 for IDENT 08
- 8.84 for IDENT 10

Muzzle velocities are low by an equal or greater factor,
but accelerations are low by a factor less than two.

Comparing calculated motions in the horizontal plane (for
time < Tme) with the measured data, better agreement is
found between analysis and experiment than for the vertical
plane. This comparison gives, for the ratio of measured to
calculated muzzle displacements:

3.0 for IDENT 06
4.4 for IDENT 08
7.6 for IDENT 10

Magnitudes of calculated velocities and accelerations agree
well.

Magnitudes of calculated and measured torsional motions are
in good agreement. Calculated results for IDENTS 08 and 10
are for firm torsional support; even so, magnitudes of the
displacements agree fairly well. Velocities are underesti-
mated and accelerations are overestimated, if calculated
results out to Tme are compared to measured values.

New observations can also be made when the results for IDENTS
08 and 10 are included in the comparisons. For IDENT 06, calculated (-)
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: and measured displacements agreed in sign for vertical, horizontal, and
torsional motions. For IDENTS 08 and 10, measured displacements in the
vertical plane and in torsion are reversed in sign relative to both the
calculated values and to measured values for IDENT 06. Calculated tor-
sional displacements at the muzzle were produced by the torque from
projectile spin-up. This torque would reverse in sign only for re-
versed rifling. Thus, additional torques, omitted in the analysis, are
necessary to cause a reversal in torsional displacements.

Torques can be produced by the recoil spring and by the in-
teraction of the breech and the torque bracket. These torques would
have to exceed those produced by projectile spin-up to reverse the tor-
sional motions at the muzzle. Also, these "additional torques" must
act during some firings and not others. Because clearances do exist
between the breech and the torque bracket, the direction of the net
torque and thus the direction of tube rotation may depend upon the po-
sition of the breech lug in the slot in the torque bracket prior to
firing. If the lug rests against the counterclockwise (CCW) side of
the slot (facing the muzzle), then clockwise (CW) rotations are permit-
ted (produced by torque from projectile spin-up). If the lug rests
against the CW side of the slot, then CW rotations are not permitted,
and perhaps a torque introduced into the breech by the torque bracket
produces CCW motions.

c y Calculated vertical muzzle displacements were produced prin-
cipally by breech eccentricity and initial tube droop. Other forces,
aside from these, which were not treated in the analysis, are necessary
to cause the reversal in calculated muzzle displacements. As for the
torques, these forces may arise from the recoil spring (eccentricity
in the restoring force) or from interactions between the breech and the
torque bracket.

We have examined the effect of lateral forces on the breech
produced by torque reactions. Variations of the breech force from
-8700 n to +8700 n produced only a small change in muzzle motions for
a tube which was weakly supported. The force applied in these studies
was determined from the torque produced in the torque bracket. This
torque was computed with conditions of zero "torsional clearance" in
the weapon (firm support).

Subsequent calculations for IDENTS 08 and 10 showed that the
breech reaction computed for IDENT 06 was low by a factor of 4.35. A
systematic study of the effect produced by the larger breech forces was
not made; however, calculations for IDENT 08 and 10 include the larger
forces, and the results in Table III are not substantially different
from those of IDENT 06. Although the effect of the larger breech force
cannot be predicted with confidence from these comparisons, we suspect
that it is still relatively minor. Thus, it seems unlikely that breech
reactions will reverse the muzzle displacements.
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Additional comparisons between analysis and experiment are
needed to resolve the discrepancies which have been observed. Recom-
mendations for further work are included in the next section.

Conclusions and Recommendations

Conclusions

Based on the work documented in this paper, we can draw the
following-conclusions:

Tube support stiffness has a significant effect on muzzle
motions up to shot ejection.

If measured motions are correct, the gun tube behaves essen-
tially as a free-free beam up to times very near projectile
exit.

Moving mass effects, that is, the coupling of projectile
axial motions and tube lateral motions, are significant at
times near projectile exit. Response of the muzzle near
projectile exit is altered by the moving mass effects, but
is changed very little at earlier times.

Measured muzzle motions do not show the higher frequency
oscillations in displacements which have been calculated.
Although measurements do not extend to muzzle exit, it ap-
pears that these motions are caused by the overturning mo-
ments produced by breech eccentricity, initial tube droop,
and perhaps other forces such as the "Bourdon force" which
were not considered. The magnitude of these motions obscures
smaller muzzle motions produced by projectile eccentricity.
These effects were observed analytically when comparing muz-
zle motions for a weakly supported and firmly supported tube.

Forces at the breech caused by the interaction between the
breech lug and the torque bracket do not have a significant
effect on lateral muzzle motions.

Shear deformations have a significant effect on muzzle mo-
tions as the projectile is passing through the muzzle region.

Recommendations

The studies performed and conclusions drawn indicate a need
for additional research in several areas. Our recommendations for fu-
ture research are as follows:

For better comparisons of analytical results, tube motions
should be measured at additional points along the length of
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•i •Ithe tube and perhaps on the cradle. In addition, these mea-

surements must extend to times past muzzle exit.

A definition of the interaction forces between the tube and
the cradle is necessary. If a continuous oil film exits be-
tween the tube and tube support sleeve, one approach to the
problem would be to define the nonlinear viscous forces pro-
duced by the oil film. Lubrication theory for radial motion
of two concentric cylinders indicates that, with an oil film
present, contact between the tube and the tube support sleeve
should never occur. The damping forces will increase rapid-
ly as the two cumponents approach each other, but high con-
tact forces may be avoided.

A more accurate treatment of projectile release from the
muzzle is needed. This should include the transition region
between bourrelet exit and exit of the aft rotating band.

The study of gun tube motions should be extended to include
a three-dimensional model. With the three-dimensional model,
certain effects which must be omitted in two-dimensional
ones can be treated. These include: (1) possible coupling
between tube torsion and lateral bending, (2) representation
of clearances in the weapon as annular spaces rather than as
one-dimensional variables, (3) more exact representation of
projectile motions at exit, and (4) gyroscopic moments on
the projectile produced by out-of-plane motions. The sig-
nificance of these effects will not be known until a three-
dimensional study is undertaken.

Further model development should be supported by experimeni-
tation on a scale physical model that can be varied to es-
tablish precisely known boundary and initial conditions
rather than continuing on a set tactical system. Particu-
larly, control and accurate determination of mount and re-
coil conditions are required. Measurements should include:
(1) lateral and angular motions at several points along the
tube and in the receiver area, (2) projectile axial, later-
al, and angular motions in bore and during exit from the
tube, (3) recoil motions, and (4) chamber and projectile
base pressures.
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ABSTRACT:

A finlte-element approach is used to analyze the dynamic response
of a gun barrel due to firing. A piecewise cubic approximation of the deflection
ensures continuity of deflections and slopes at the net points. Initially, at all
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to zero. Horizontal transverse vibrations of the barrel may be treated by dis-
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EXCITATION OF A GUN BARREL DUE TO FIRING

HENRY L. LANGHAAR, PROFESSOR
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1. DESCRIPTION OF THE MATHEMATICAL MODEL. Figure 1 represents
a gun barrel with mass M and elevation angle a. Axes (x, y) move axially
with the barrel as it recoils, but they undergo no lateral displacement. The
projectile is regarded as a point mass m. Balloting is not considered. A
short time t after firing, the projectile lies in the barrel point x = ý (t), as
shown in Fig. 1. The axial velocity of the projectile relative to the breech is
v (t) = t. The axial frictional force of the projectile on the barrel is F (t).
The gas pressure driving the projectile is p (t). There is a tuning mass rT
with constant coordinate il. Its center of mass is considered to lie on the
axis of the barrel. Its moment of inertia about a transverse axis through its
center of mass is IT. The breech is regarded as a rigid block with mass M

and moment of inertia T about a transverse axis through its center of mass.
The location of the center of mass of the breech is defined by two lengths, e
and d, shown in Fig. 1. The axial recoil displacement is u (t). The recoil
spring and the recoil dashpot are assumed to be linear. Their constants are
(aB, )), and their eccentricities are (e',e"), as shown in Fig. 1.

SIf there is initial bending of the barrel due to weight, unsymmetrical
thermal gradients, or manufacturing tolerances, the bending is aggravated by
inertial interaction between the barrel and the projectile. Axial friction F (t)
also excites motion of the barrel. Another disturbance comes from the so-
called Bourdon effect, which arises because, in the bent barrel, the area of the
bore above the neutral plane, on which the gas pressure acts, is slightly
greater than the area below the neutral plane. Still another effect contributing
to bending of the barrel is axial inertia of the recoiling barrel and breech.
This is especially influential if the breech is eccentric. (See Ref. 1).

The barrel is regarded as a tapered elastic beam, having strain energy
per unit length proportional to the square of the curvature. The origin x =
y = 0, lies at the breech. The barrel is divided into intervals by points x0 = 0,
x x Xn, where x is the coordinate of the muzzle (Fig. 1). These1.x2, Xn n
points need not be equally spaced. In the j'th interval (xj.., xj), we approx-

imate the deflection by a cubic function:

1-59

I



SvI6

1-60



y = + aJ x + J x2 + aj +0~- S 2 <~ Xj.~ x (I)

al AJ yj + BJy + Cjej + DJ (2
a a a j a a (2)

where 0= y'1 in which the prime denotes the derivative with respect to x.

The coefficients Aa BJ, CJ, aJ are chosen so that y and y' are every-
where continuous. The structure supporting the barrel and the breech is re-
garded as a set of independent linear translational and rotational springs and
dashpots at all net points. These elements are assumed to be attached to an
immovable bed. The spring constants and the damping constants for the trans-
lational and rotational springs and dashpots at point x are respectively

(aj, a?) and (ILj, ýLj). At a node where there is actually no supporting spring

or dashpot, the spring constants and/or dashpot constants are set equal to zero
in the computer program. Spring and dashpot supports are not shown in Fig. 1,
except for one lateral spring at the breech, with constant a0 . For more
detail on the breech effect, see Ref. 1.

2. METHOD OF ANALYSIS. An initial-value problem is considered. At time
t = 0, the projectile lies at point x0; i.e., a (0) = 0. Also, v (0) = 0, where
v is the axial speed of the projectile. At all net points xj, the linear and ang-

ular displacements (yj, 0,) and the linear and angular velocities (j, 0) are

prescribed for time t = 0. This arbitrariness in the initial conditions allows
for initial residual motions from the preceding shot in a rapid-fire gun.

The generalized coordinates are the deflections y, and the rotations O,

at the net points. Also, the recoil displacement u and the projectile coordinate
t may be regarded as generalized coordinates. Alternatively, u and t may
be regarded as known functions of t. The components of generalized force are
the coefficients in the expression for the virtual work 6W. Contributions to
6W come from the action of gravity on the breech, barrel, and projectile, from
axial friction F (t) on the barrel, from the Bourdon effect, from the axial in-
ertia of the recoiling barrel and breech, and from the strain energy of bending
of the barrel. The complete expression for 6W (which is too lengthy to write
here) provides all components of generalized force. (See Ref. 2).

rhe kinetic energy T of the system is the sum of the kinetic energies
of translation and rotation of the breech, the segments of the barrel, the pro-
jectile, and the tuning mass. Hamilton's principle,

(6 T + 6 W) dt =0 (3)

to

yields the Lagrangian equations of motion for the system. With this approach,
conservatism of the forces is not demanded. Discontinuities occur at the in-
stantaneous location of the projectile, since, for example, the gas pressure
behind the projectile, causing the Bourdon effect, terminates there. However,
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discontinuities do not obstruct the finite-element method that is used. This is
an advantage over the traditional approach via the differential equation of
beams, since, with the latter formulation, the action of the projectile is de-
scribed by a Dirac delta function or a Heavtside step function. These anoma-
lies are avoided by the finite-element treatment.

The Lagrange equations are linear, second-order, differential-
difference equations for the unknown functions yj (t) and 0j (t). A computer
program based on Newmark's beta method has been deviped for solving them
with arbitrary initial values y, (0), OJ (0) and (0), Oj(0). (See Ref, 3).
Vertical bending and lateral bending of the barrel are decoupled in a linear
theory. Both of these types of deformation are covered by the program. For
lateral motion, there is no gravitational effect.

The program provides the history of the motion of the barrel from the
initial instant t = 0 until the projectile leaves the muzzle. Also, it may be
used for the period after the projectile has left the muzzle. In that case,
p = 0, F = 0, and all other terms pertaining to the projectile are dropped.

To implement the program, we must know the recoil displacement
u (t), the projectile displacement 6 (t), the base pressure on the projectile
p (t), and the frictional force F (t). If g (t) and p (t) are known, F (t) is
determined by applying Newton's law to the axial motion of the projectile. In
applying the program to an actual gun, we must estimate the spring constants
(af, aj) and the damping constants (}L j, i') of the supporting structure. Be-
cause of the complicated nature of the structure and the peculiar damping
devices in use, this may be difficult.

Of especial significance for the accuracy of shooting are the muzzle
slope 0 n and the muzzle velocity Yn at the instant when the projectile leaves
the barrel. The program permits a study of these quantities corresponding
to various motions and deflections of the barrel at the instant of firing.
3. EXAMPLES OF DATA AND RESULTS. Some results have been obtained
for an approximate model of the Rarden gun. The following data were used:
(See Fig. 1): f = 96 inches (the first 21 inches tapered and the remaining 75
inches uniform; the bore is 30 mm with outside diameter of the uniform sec-
tion taken as 1.70 inches). The barrel waa modeled by ten finite elements.
The effects of the breech and flash hider were included. The barrel is taken to
be supported laterally by two springs, one located at the breech and the other
at a bearing 21 inches from the breech. The exact stiffnesses of the tyo l -
eral springs are not known. Hence, a range of values was used k = 10, 10',
106 (lb/in.). In addition, there is a pad arrangement located at 54 inches
from the breech. The pads are modeled by a spring and dashpot. The data
shown in Table 1 give values of the displacement and slope of the muzzle for
the time at which the projectile exits (3.6 millisec) and also for a later time
(10 millisec). Results are given for cases with pads and without pads (that is,
without spring and dashpot).

In Table 2, natural frequencies for the Rarden model are given with
and without pads and for the same values of k.

In general, we note from Table 1 that the deflections at 10 millisec-
onds are two orders of magnitude larger than that at projectile exit. The
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slopes are also larger by a factor of 5 or more. Without pads the deflections
and slopes at 10 milliseconds are approximately twice the muzzle deflections
and slopes with pads. The deflections at projectile exit are of the same order
with or without pads. However, the muzzle slopes at projectile exit are rough-
ly twice as large for the case without pads.

From Table 2, we note that a change in support stiffness k from 104

lb/in. to 105 lb/in, results in a large change in frequencies (except for the
5 6first mode). However, a change of k from 105 lb/in. to 10 lb/in. produces

little change in the first three frequencies. Seemingly, only the first two fre-
quencies are affected greatly by the pads.

TABLE 1, DEFLECTION AND SLOPE AT MUZZLE OF RARDEN
GUN FOR VARIOUS VALUES OF SUPPORT STIFFNESS,

WITH AND WITHOUT PADS

With Pads

t =. 0036 sec. t 0100 sec.
k (lb/in.) Deft. (in.) Slope Deft. (in.) Slope

104 -1.58 x 10-5 5.29x 10-6 -157x 10" 5  -116 x 10- 6

105 -1.27x 10- 5  5.95x 10- 6  -102x10- 5  -37,7x 10"5

106 -1.29x 10- 5  5.75x 10- 6  -96.9 x 10- 5  -24.9 x 10- 6

Without Pads

t .0036 sec. t 0100 sec.
k (lb/in.) Deft. (in.) Slope Defi. (in.) Slope

104 +. 582 x 10=5 17. 1 x 10-6 -397 x 10"5 -297 x 10-6

105 -1.19 x 10"5 13.7 x 10"6 -222 x 10"5 -87.4 x 10"6

S106 -1.51 x 10- 5 12.1 x 10- 6  -212 x 10 35 -69.7 x 10- 6
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TABLE 2. NATURAL FREQUENCIES OF RARDEN GUN

• With Pads

k (lb/If.) 105f(hz)... 104 105 106

f1  12.0 12.0 12.0
f 50.8 59.3 60.4
f2

f3 76.0 148.0 154.0

114.1 225.4 308.4

f 206.0 289.0 449.35
340.5 425.4 530.9

Without Pads

S • (b/I.)104 105 106

f 6.67 7.40 7.49

f 42.8 51.3 52.5

75.9 148.0 153.9

f4 113.8 225.4 307.0

205.3 287.7 449.2

339.6 425.3 530.8
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ABSTRACT:

This study investigates transverse tube loadings induced by
initial curvature of the tube. Several load functions are derived, two
of which are investigated in detail in connection with the 105 mm, M-68
tank gun. Displacement, velocity and slope of the muzzle are given as
functions of time through shot ejection. Calculations are based on a
Galerkin procedure using as basis functions, ten splined eigenvectors
computed using the NASTRAN finite element code. In general it is found
that the recoil of a curved gun tube in the absence of strong supports,
yields the greatest response at the muzzle compared with that due to
the traveling asymmetric pressure and the moving mass projectile mass.

* The latter exhibit important wavelike characteristics, however, and
* *may point the way for further research.
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INTRODUCTION

The work which follows shows how transient bending vibrations
may arise during firing due to tube curvature. Tube motions predicted
at the muzzle are of sufficient magnitude to explain a portion of the
error realized at the target. Three sources of curvature-induced
vibration (1) are treated in detail.

An appreciable effort has been made in the interest of real-
ism. Highly detailed tube geometries and interior ballistic curves of
pressure and projectile travel have been included in the analysis.
Wherever possible, use has been made of the large, widely accepted,
NASTRAN (NAsa STRuctural ANalysis) finite element computer code.
Though NASTRAN is quite versatile, it is not particularly well suited
for handling curvature-induced load functions which require special
programming.

TRANSVERSE (BENDING) MOTION OF GUN TUBES - CURVATURE INDUCED LOADS

In 1959, measurements by Gay and Elder of the US Army Ballis-
tics Laboratory (2) showed that the muzzle motions of a 90 mm tank gun
at the time of shot ejection are very small but yet significant in
explaining a portion of the error realized at the target. Typical
rotations and displacements at the muzzle, for example, were of the
order of 10-1 milliradians and 10-2 inches, respectively. The theory
of gun tube motion by which explanations were sought for these obser-
vations assumed that the motion was due solely to a mass eccentricity
at the breech which produced a sudden inertial moment upon recoil.
The theoretically predicted motion, however, was often much smaller in
magnitude than that observed. In the work that follows it will be
shown that loads resulting from the initial curvature of the M-68,
105 mn gun tube can also produce muzzle motions of these magnitudes
and should therefore be included in future analysis.
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Each of the loads induced by the
v •curvature of the M-68 depend inV/ one or more ways upon the ballis-

S•,tic pressure and projectile travel
versus time. The Recoil Load
function, for example, requires
either the knowledge of the
chamber pressure (PC vs. t) and

-'• the recoiling mass or, more
directly, the deviative of the
velocity, V(t). On the other hand
the 'Bourdon' load function' ° 0 requires the ballistic pressure
distribution to the rear of the

Ps projectile for which an average of
the chamber pressure PC, and the

2- 00 pressure at the base of the pro-
TIME (MILUISECONDS) Jectile PS, is used. The neces-

sary information for these calcu-
Figure 1 - Internal Ballistic lations is shown in Figure 1.
Gurves for the M-68.

Recoil Loads

During the recoil of a gun tube there results an axial load
per unit length which is equal to the product of the recoil acceler-
ation, a(t), and the mass per unit length of the tube p(x); i.e.,

Y w(x,t) - -p(x)a(t) (1)

When the tube is curved, this
load creates a moment at anyX location x, along the tube.

X Referring to Figure 2, the total
moment is given by the integral:

t _

Figure 2 - Inertial Moment Due M(x,t) = f -w(x,t)[y(x,t)
to Recoil. x

-y(x,t)]dx (2)

Differentiating twice with respect to the space variable x gives the
resultant transverse load intensity due to recoil: [ (') = B/ax ]

fl(x~y'y"'t) a 3(t){p(x)y'(x,t) - y"(x,t)f p(&)d&} (3)
x

C
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'Bourdon' Load

If a gun tube is curved, the bore surface area becomes
asymmetrically distributed about the central axis owing to the relative
extension and contraction of the material. From the geometry of Figure
3 one can verify that the net difference in area is given by the
integral:

27r
f (a sine+l)asinOdOdx = -ira 2y"dx (4)
0

where R-1 has been replaced by -y".
The applied ballistic pressure there-
fore produces a resultant transverse
load intensity:

f 2 (x,y",t) - -p(x,t)Ina 2y,'(x,t) (S)-do
p(x,t) is a traveling ballistic pres-
sure function, i.e.,

CD p(xt) = Po(t)H(E-x)

Figure 3 - Curved Section of H(z) is the Heaviside unit step func-
Tube. tion and E(t) represents the distance

traveled by the projectile along the
bore. (f 2 has been called the 'Bourdon' Load because of its similar-
ity to a straightening Bourdon tube upon pressurization. Actually,
the two effects are completely different and the term 'Bourdon' Load
is a misnomer.)

Projectile Loads

If the projectile is assumed to be a point mass m., travel-
ing a curved bore axis which changes in time, it can be sho~n (3) that
there results a transverse load function containing Coriolis, centri-
fugal and transverse accelerations, i.e., [ (') - a/at) ]

f3 - -mp(y + 2Vk' + V2yt' + g]6(x-E(t)) (6)

where 6(z) is the Dirac function and E(t) f ftVdt, where V(t) is the
projectile velocity. g is the gravitational 0 constant.

Equation of Notion

Using Euler-Bernoulli beam theory, the displacement y(xt)
from the undeformed (straight) neutral axis of the tube must satisfy
the partial differential equation:

(Ely")" + p(x)y -fk - (ElY")" - 0 (7)
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where I(x) is the area cross section moment of inertia and E is Young's
Modulus of Elasticity. The last term on the right hand side of (7)
represents the static load intensity corresponding to an initial
deformation Y(x).

The initial conditions are: y(x,0) = Y(x) and ý(x,0) 0 (8)

The load functions fk (k = 1-3) will be considered in turn.
It is to be noted, however, that the beam motions due to each load
function may not be superposed as the linear operators involved vary
with the partiicular load function considered.

It is convenient to first define y(x,t) as the displacement
as measured from the initial curve Y(x). Thus (7) becomes:

+EIk")" + p(x)p - fk - 0 (9)

It is to be noted that (R+Y) now replaces the variable y in each of the
fk" The initial conditions in terms of j are homogeneous:

9'(x,O) = y(x,O) = 0 (10)

Static and Dynamlic Support Conditions

The support (boundary) conditions which prevail prior to
firing may not be appropriate during the interior ballistic cycle. For
the purpose of calculating the initial static gravitational deformation
Y(x), the M-68 tube is assumed to be cantilevered from its two mounting
points near the breech. Actual vibration records indicate that the
mount connections are far from rigid, however. In fact, good agreement
between calculated and experimentally observed natural frequencies is
obtained only if the tube is regarded as virtually unsupported during
the ballistic cycle. The dynamic boundary conditions are therefore
assumed to be free.

The partial differential equation (9) can be transformed into
a set of N - ordinary differential equations in time via the Galerkin
procedure (4) in which the basis functions are chosen to be the natural
modes of vibration of the unsupported M-68 tube. Using the NASTRAN
finite element program, these mode shapes, W (x) -as well as the
initial gravitational deformation function Yjx) -are determined at
nineteen points along the tube. Between these points the shapes are
interpolated by cubic spline functions. The approximation for ? in
terms of the mode shapes may be written:

Ny4X~t) "I ai(t)Wi(x) 41

i-1
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The Galerkin procedure, in variational form, consists of
multiplying the differential equation (9) by 6P, the variation of y,
and integrating over the length of the tube:

L

f {(Eijl,)" + p(x)y - fkl65dx - 0 (12)
0

Substituting the expression for y from (11):

k N N
S{ I [ai(t)(EIWi")" + p(x)iiWi] - fk) I W.6 ajdx = 0 (13)0 iml j~l i

The Wi are orthogonal with respect to the density function p(x):

SP(X)WiWjdx = - ij (14)
0

and since the Wi are eigenfunctions of the free vibration problem:

(EIWi")" - p(x)wi 2Wi(X) (15)

where 6it is the Kronecker delta, vanishing unless i = j whereupon it
has unit value, and the wi are the natural frequencies of the unsup-
ported tube.

Substituting (14) and (15) into equation (13) results in N
ordinary differential equations of the form:

ai + Wi 2ai - f fk Widx ( 0 (16)
0

From (10) it is clear that the initial conditions on the aiCt) are
homogeneous, i.e.:

ai (o) = •i(0) -0 (17)

(a) Recoil Load Function (kal) -

In this case (16) becomes:

N
2i ÷ ai + J[Ai(t) B Bij(t)la, - cict) (16a)

i -1 to N
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A,. derives from the 5" terms in (9) while Bij (t) reflects the slope

deendency, P'. Ci(t) is due to terms in the initial deformation
function Y(x).

(b) Bourdon Load Function (k-2) -

For this case (16) becomes:

N

ai + Oi2ai + 7ra2Po(t) I Dij(t)aj = -7ra 2 Po(t)Ei(t) (16b)

i = I to N

Di (t) derives from the P"' term in the 'Bourdon' Load function while

Eilt) is due to the initiai deformation Y(x).

(c) Projectile Load Function (k=3) -

N
•l {Ai j (E(t))aj + Z.ij(&(t))aj + Sij(E(t))aj) +

ai + wi'ai = Qi(&(t),t) (16c)

The Aii are coefficients deriving from the transverse acceleration of
the tue at the projectile position F(t). The Zi. derives from the
Coriolis acceleration of the projectile at ý and 'S£_ from the centri-
fugal acceleration. Q. is a linear combination of t ree terms repre-
senting the centrifugal force of the projectile solely due to its
traversing the initial curve Y(x) plus the moving weight of the
projectile, mpg 6 (x-&).

The systems represented by equations (A6) and (17) for k - 1
through 3 were each solved numerically using 4th order, variable time
step Runge-Kutta integration.* In practice a value of N 1 10 gave
satisfactory convergence. These included two rigid body modes (Wl
W2 w 0) representing plane rotation and translation and eight vibration
modes of finite frequency.

S*While there are many algorithms requiring less computation time, none
has been found more accurate or trustworthy. In fact, the Runge-

Kutta algorithm is often chosen as a standard for comparison.
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RESULTS AND DISCUSSION

Figures 4 through 6 represent the responses of the M-68 gun
tube to recoil, asymmetric ballistic pressure (the 'Bourdon' effect),
and the moving projectile. The magnitudes shown in each of the figures
are comparable with those predicted by Gay and Elder (5) in connection
with ec.entric breech inertia in the T-139 tank gun. This indicates
that curvature-induced loads should be included in any theory of gun
tube motion during firing.

A fundamental difference is apparent between figures 4 and 5,
and is especially obvious in comparing the time histories of the tube
shapes, i.e., figures 4a and Sa. Whereas in 4a the motion is well
developed along the entire tube length, the motion in Sa is much more
wavelike and muzzle displacements remain comparatively small through
shot ejection. This difference is due to the fact that the recoil
inertia load acts instantaneously* over the entire tube length whereas
development of the 'Bourdon' load proceeds at projectile velocity.
Noreover, the recoil loading ccnsists of two parts (cf. equation 3).
If evaluated near time zero, these two parts consist of a downward
load proportional to the initial curvature (Y") and therefore stronger
near the supports, and an upward load proportional to the initial slope
(Y') more intense near the muzzle. The two act in unison to encourage
a rotation of the entire tube. The large mass at the breech, however,
tends to anchor that end of the tube. The result is the deformation
shown in figure 4a. The Bcurdon load, on the other hand, consists of
only one part (cf. equation 5). This part, being proportional to
curvature is greatest near the supports and ti~ils off to practically
zero value by mid-length of the tube. Muzzle displacement must there-
fore await the arrival of a disturbance originating from the support
end of the tube.

A similarity is also apparent comparing figures 4 and S. The
time histories of the slopes at the muzzle - probably the most important
of all the response curves - show a definite similarity in that little
muzzle rotation occurs during the first half of the ballistic cycle.
This delay represents the propagation time for a disturbance established
near the supports (where Y" is largest) to reach the muzzle.

Figure 6 shows that the moving projectile definitely produces
tube mnotions of higher frequency though in general these reach the
muzzle superposed on the same mode shapes as that on which the 'Bourdon'
response progresses (cf. figures 5a and 6a). Figures 6b, c show clearly
the higher frequency realized at the muzzle. A 'peak-to-peak' measure-
ment indicates this frequency is very nearly 1 khz. The amplitudes
displayed in figure 6 are almost equal to those of figure 5, both being
considerably less than those of figure 4.

*The tube is assumed axially rigid in the analysis.
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CONCLUSION

To completely account for the motions of a gun tube prior to
shot ejection several effects must be considered, among them the effects
of tube curvature. Of particular significance is the muzzle slope at
the time the projectile arrives. Slope values are particularly sen-
sitive to sudden disturbances which originate near the support or
breech end of the tube and propagate in wavelike fashion reaching the
muzzle prior to shot ejection. This is exemplified in the case of
the Bourdon load and strongly suggests an opportunity for further
study as the supports themselves may create strong forces as clearances
are abruptly taken up during the initial phases of recoil. The result
may significantly strengthen rotations of the muzzle at shot ejection.

The capability of introducing high frequencies of vibration
is probably the most important consequence of the projectile load
function. It is possible that this effect may be amplified consid-
erably when projectile spin as well as projectile imbalance is taken
into account.
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1. INTRODUCTION

Automatic weapon mechanisms represent a unique class of
mechanical systems in which numerous complex mechanical activities
take place. A bolt is unlocked from the barrel, a cartridge is
ejected, the hammer is driven back and cocked, buffers are engaged,
and parts are cammed relative to each other. This multiplicity
of functions is accomplished periodically, with a rate varying
from one cycle per second to more than 2000 cycles per second.
Each cycle of this motion may be divided into a sequence of time
intervals, in each of which a distinct system of differential
equations governs the motion, Since the geometry of the mechanism
and the number of masses moving in any particular time interval
vary, the dimension of the state variable (the positions and veloc-
ities of the moving parts) varies as the motion proceeds. At those
instants when the state equations change, jump conditions are defin-
ed that play the role of a set of initial conditions for the next
time interval, based on the motion that occured in the preceding
time interval; e.g., a momentum balance due to impact that occurs at
the transition time. Further, these transition times arc variable,
depending upon past states of motion of the mechanism and upon var-
iations of loading impulse, friction within the mechanism, and many
other factors.

The academic literature on dynamics of mechanisms with inter-
mittent motion is extremely limited. The peculiar nature of Army
automatic mechanisms dictates that the rather extensive defense lit-
erature on this subject be heavily utilized. References 1 and 2
are cited as illustrative of the type of automatic mechanisms to be
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considered. A comprehensive and simplified analysis of automatic
mechanisms (including blow back operated, recoil operated, gas oper-
ated, revolver, and multibarre! externally powered) is presented in
Ref. 3. The representation of mechanism dynamics is, however, ade-
quate for only first order anlysis. As one might expect, a rather
comprehensive literature exists on mechanism dvna:im.cs of the M16AI,
as reflected by Refs. 4 through 8. Supporting t.ese N:!'Al analyses
are a number of specialized analyses, such as Refs. 9 through 11.
Analysis of extremely high rate mechanisms includf'- iefs. 12 through
14.

Given the capability to analytically desciibe tý,• dynamic per-
formance of such multi-state systems, the problein bezomes one of de-
sign sensitivity analysis and optimization. The designer wishes to
know what the effect will be of his systematic variation of design
parameters; e.g., spring constants, cam position, cam shape, compon-
ent mass, mechanism geometry, and mechanism dimensions. He oust
also be able to predict the effect of variation in parameters, over
which he has little control; e.g., friction, variation in gas port
performance, variation in temperature, and variation of geometry.
First order sensitivity analyses have been performed using prelim-
inary models by direct parametric variation techniques [4, 8, 15].
While these studies are valuable first steps in developing sensiti-
vity analysis and design techniques, they lack the accuracy to be
applicable in development of advanced sensitivity analysis and de-
sign optimization techniques. An in-depth treatment of sensitivity
analysis and optimization of the ARPA 75 mm automatic mechanism was
reported in the first symposium on gun dynamics [16] and in Ref. 17.
The method developed in these references employs optimization tech-
niques [18] that have been developed for mechanical system design.
Encouraging as these results are, the rethods used are not well-
suited for large scale problems.

Distribution theoretic techniques that have rt.cently appeaied in
the literature [19] for mechanicaý system dynamic analysis are used
here to develop a unified method for analysis of automatic mechanisms
with intermittent motion. Section ? uses an idealized irodel to
illustrate formulation of system dynamics with intermittent motion.
A method of design sensitivity ar lysis that is compatible with this
modeling approach is presented in Section 3. 'The validity of repre-
sentative sequence approximations is verified, using distribution
theoretic analysis, in Section 4. Finally, application of the meth-
od to a realistic model of an automatic rifle is presented in Section

2. DISTRIBUTION TrHEORETIC METHODS IN DYNAMIC ANALYSIS

t The principal tool employed in the method presented in this
paper is representative sequence approximations of distritutions.
The well-known Heaviside-step function, the Dirac & function, and the
unit doublet that are employed in various areas of mechanics are
approximated by smoothly varying functions that provide the effect of
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the distributions in the limit. Illustrations of these approximat-
ing functions are shown in Fig. 1. It is shown in the following
section that one can replace the distributions in representation of
the dynamic system by the smoother representative sequences and
achieve as high a degree of precision in the approximation as desir-
ed.

L , ,

Figure I. Heaviside-step, Dirac- 6, Unit Doublet, and
Their Representative Sequence Approximations.

To illustrate use of distributions in dynamic analysis, consider
the idealized schematic of Fig. 2. Here, one envisions a bolt mass
ml which is driven by a drive spring kI and which encounters a cartridge
located initially at rest at position x a. These two masses are sub-
sequently lo'ked together during continued motion and seating of the
round. At position Xb, the pair of masses encounters resistance at
the bolt face, represented by a stiff spring k2 ' The conventional
logical time modeling of this system would require the following syst-
em of pieced differential equations, which are valid only in separate
intervals of time:

X Xa )b Xc

Figure 2. Idealized Mechanism Schematic.
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m1x + k1 (x- 0) = O, X (,a)

(m2 .m 2 )x + k1 (x- 0 ) 0, X <X<Xb (lab)

(m1 +m2)x + k1 (X-P 0 ) + k2 (x-xb) 0 , x>xb (l,c)

Equations 1 clearly indicate the discontinuous nature of mass
and the variable form of applied forces, even for an extremely sim-
ple idealization of three elements of a weapon mechanism. In addi-
tion to these equations, certain balance conditions must be imposed
to provide modification of initial conditions and the logical time
at which x(t ) = x . Specifically, momentum before impact must equal
momentum after impact, which is m1 (ta = (ml+m2).k(t +). This
condition allows the analyst to integrate the equation of motion
(l,a) up to the point x= x a, to stop the integration process, and
to restart using initial conditions x(ta +) =X(ta - ) and k(t +) =
m1 k(t - )/(m 1 +m 2 ). As the number of mechanical elements ma ing up
a system grows, the number of possible logical behavior conditions
grows rapidly. Thus, analysis using logical times becomes quite
cumbersome.

As an alternative to this piecewise analysis, one can formally
write the equations of motion-using the Heaviside function L of
Fig. 1, to obtain the single equation of motion

d[{ml +L(x-x )m2}] +kl(X--0 ) x. 0

(2)

"It is important to note that when variable mass occurs, Newton's
equations of motion must be written in the form "rate of change of
momentum equals applied force", as in Eq. 2. Even if one employs
the strictly discontinuous nature of the Heaviside-step function in
Eq. 2, he must implement additional computer simulation that effect-
ively reduces to Eqs. 1. However, using the representative sequence
smooth approximation of the Heaviside-step function as illustrated in
Fig. 1, one can use a standard numerical integration code to directly
integrate Eq. 2. This approach is intuitively appealing, but raises
questions concerning the validity of numerical approximation. The
analysis of Section 4 of this paper illustrates that replacing the
Heaviside-step function and other distributions by smooth approxi-
mating sequences is completely valid and that arbitrarily fine pre-
cision can be achieved. Thus, one reduces the essentially discon-
tinuous pioblem to a problem involving only smooth functions. A
major advantage of this is that numerical integration can

proceed without the logical requirement to stop and reformulate
equations of motion and initial conditions. This operation is
accomplished automatically by the representative sequence problem
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formulation.

A second attractive feature of the distribution theoretic approach
is the ability to represent the time at which a certain event occurs
in the integral form

T

t f t L'(x- xc )kdt (3)tcc

where T is the total time interval and is greater than the time tc at
which x(t c) equal x . The function L' here is the formal derivative
of the Heaviside-step function, hence it is the s-function. If the
pure distribution theoretic interpretation of L' is used, no computa-
tional advantage accrues. However, if the smooth representative se-
quence approximation of L' shown in Fig. 1 is employed, then numeric-
al computation can allow evaluation of the event time tc by Eq. 3.
This formulation fits in nicely with the distribution theoretic model
outlined in the foregoing and provides the designer with a method of
evaluating and controlling such things as cycle time, time available
to feed, and other time variables that play an important role in per-
formance of an automatic weapon.

3. DESIGN SENSITIVITY ANALYSIS

The designer of weapon mechanisms would be greatly aided in
his work if he knew how sensitive the behavior of a proposed mechanism
is to variations in design parameters such as masses, spring constants,
dimensions, damping coefficients, and moments of inertia. For anal-
ysis, the behavior characteristic to be examined must be expressed as
a mathematically definitive quantity, such as time between events,
maximum displacement, maximum force, stress, and maximum velocity.
The quantities that the designer needs are sensitivity coefficients,
defined as the change in the behavior functional due to a small change
in design parameters. The presence of intermittent motion greatly
complicates the determination of these coefficients, as well as the
analysis of time histories of displacement, velocity, and force.

Weapon mechanism performance Is subject to certain constraints
that restrict the selection of design parameters. For example, total
weight cannot be more than a given value or rearward travel of the
bolt must be no less than a certain amount if a new round is to be
fed. Thus, the designer would also like to know how sensitive the
constraint relation is to changes in design parameters. For example,
will a small reduction in round impulse greatly affect the ability
of the mechanism to meet its constraint on minimum rearward travel
of the bolt?

Design derivatives of these behavior characteristics and con-
straints can be put into the form

= b 0 0 h(tx(t)b)dt (4)
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subject to the equation of motion

dx
t-= f(t,x,b), 0 < t < t (5)

and equality/inequality constraints

T0,a 1,..r
01 (txb) 0, a r' + 1,...,r (6)

where beR , xeRn, and matrix calculus notation [18] is used. Design
sensitivity analysis methods are developed in great detail in Refs.
18 and 20. These methods are presented here only in summary form.

Due to a design change Sb, the state of the system x(t) will
change by an amount 6x(t) that is determined by a linearized form
of Eq. 5

•'•d - f +d 6x 6x + 6-f 6b, 6x(O) = 0 (7)

One may also linearize Eq. 6 to obtain

=6r - h ( + 3b) dt (8)
J0 ( x b)

To write Eq. 8 explicitly in terms of 6b, one introduces the adjoint
equation

all

x - , (T) = 0 (9)-ax ax(9

which is integrated from t = T back to t = 0. Integrating the iden-

tity _4_ (6xTX) = 6Tx + 6xTA from t = 0 to t = t and using Eqs. 7 and
9 one has

T fT Ta T3 T T haT
S6 ax A + 6b Tb - 6x - 6xT x dt

or

a AT fS6xdt = A - 6bdt

0 ax 10
Substituting this into Eq. 8 yields the desired relation for 6a

6*= 1  Tf6b+ a c6b) dt

Since 6b does not depend on time, this is

[ T D a h dT
.... 6Wa = 1-A *~ -•) dt1 b - a b (10)
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The designer can now calculate design derivatives of response
measures by evaluating the vector ka, a = 0,1,..., r, of sensitivity
coefficients. The only calculations required are to solve the ad-
joint problem of Eq. 9 and evaluate the integrals in Eq. 10. These
calculations have been carried out for large classes of control and
design problems [18,20], with reliable results. Here the method
is applied to the intermittent motion mechanism problem, as repre-
sented by the distribution theoretic (logical function) approach of
Section 2. Theoretical justification for this approach is present-
ed in the following section and a large scale application is present-
ed in Section 5.

4. CONVERGENCE OF TIlE APPROXIMATION FOR A SIMPLIFIED MODEL

To illustrate sensitivity analysis by the distribution
theoretic approach described in the previous sections, the mass cap-
ture model of Fig. 3 is considered in detail. The convergence of
the method is proved here for this simple system and is treated for
a broader class of systems in Ref. 20.

V0

0 s -

Figure 3. Mass Capture Model.

Let mass in move with constant velocity v0 from x = 0 and seize
mass m2 at x = . Let t. and t, be the times when mass m. reaches2 1 . 2 1 is the
x s1 and x = s,, respectively. Suppose that (m1 ,m,,s ,s,) is tne
vector of design'parameters and one wishes to find sefisilivity coeffic-
ients that relate changes in the design parameters to corresponding
changes in the functional

ý = t 2  (11)

An outline of the sensitivity analysis for this model, by a discontin-
uous logical time approach is given in Appendix A. This result serves
as a limiting case that may be used to test the validiL; of the distri-
bution theoretic approach.

By using the 0- and 6- representative sequences defined in Appen-
dix B, discontinuities in the analysis, such as the discontinuity of
velocity of mass m1 at t = t., are removed. All variables employed in
the dynamic and adjoint analyses are smooth.
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One now approximates the equations of motion by using the 0-re-
presentative sequence as

dt,+ L.(x xs1 m = 0 (12 ,a)

with initial conditions

x(O) = 0, k(O) = V0  (12,b)

Let x be the solution of Eq. 12, where the index i is associated
with the function L.. It is shown in Ref. 20 that as i approaches
•, x(iJ converges to the solution of the ideal discontinuous model
given in Appendix A. For simplicity, the dynamic analysis in this
section is carried out with approximate functions Li in Eq. 12,a,
but the index i in x(i) will be suppressed for notational conveni-
ence.

In order to put the equations of motion in standard first order

form, define

z1= x, z2= [i 1 + Li(z 1 - sl)m2 ]k (13)

1 1 (zL 1- 1 I ) 2 1 (14 ,a)
E f2

Zl(O) = 0, z2(o) = mlVo (14,b)

By Eqs. 3 and 13, the functional @ in Eq. 1i is written as

St L' - s) - dt- h0 dt (15)
LnITm1  (zl

where T > t 2 and the functions L. and Ln are shown schematically In
Fig. 4. 1

LiL Ln Li (x-s 1) .n (x-s2)

6- 1 i -t f Sx
SSl s s2 mn s2 s2÷tn x(T)

Figure 4. 0-- Representative Sequences.

a
P 11-9
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The adjoint equation 6 is now written asdx m z2L'(z - sl) z2

"1 - 2  i I z 1  x - t LP(z S2) T- 2
dt [m + Li (zI - sn)m2 2 Tn + 1 '21

(16 a)

dX2  
-x t L '(z

' = 1 ml L(zl- sl)m2 " 7"•-Li(- sl2TrT

xI1 T) = 0, A2 (T) = 0 (16.b)

Equations 16 are highly involved ordinary differential equa-
tions. By viing the properties of the functions Li and Ln, one can
solve thu,, uver subintervals of the variable x, (O,s -Ci), (Sl- Ei,
sl + Ci) (sl+ Ei, s2 -rd), (s 2 "- En, s2+ En), and (s2+ En, x(r)), sep-
arately. Let the corresponding time intervals be (0, t 1 -e g),
(tl-JPi, tl +ciu), (tl +ciu, t2 -nt)^ , (t 2 -CEn, t2 + nu), and
(t2+ nu, T). Note that 6 i2,, riu, crjn, Cnu, + 0 as i, n - -. The
solutions for the adjoint equations over each of these intervals are:

(a) For s 2 + n < x < x(-r)

xA(t) = 0, x2 (t) = 0 (17)

(b) For s2 - E < x < s 2 + E

x -(t) 2 n( L(z - s2 )dý + Ln(zl- s2 )d - t L'(z -s2)

(18.a)

A2 (t) = znuL -
"t2n L'(z,- s2)dý

(i1
(m1 + m 2 ) . n 1

t r )d, + L(z - s2 )d,
(mln 2) in 2) n (m+ m2 )

(18 .1))

(c) For sI + Ci <x <s 2 -

A I(t) = l(t 2 - Cn•) (19.a)

x1 (t 2 - Cn) (t 2 -, n) 1 (t2 -

A2(t) = - M + (19.b)2(I +n2) 1 (mI+m 2)

(d) For s1 -. < x < s + Ei

(t) (t 2 - ) [m + L(z- sl)m2] (20.a)

m 21-O1
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It(t) 2 -

in 2 ) '-•n a + ) ( 2 0 .b )

(e) For 0 < x < s. F
1

ml
kl(t) (n 1I m2 ) (t 2  EnZ) (21.a)

X (t 2 s
x1 2 - n

A2 ((t) M)- 2 (2h
~ ~ ~(m1  + m2) (t - 2  +e• 2

Thus, the adjoint variables have been solved.
Next one wishes to find the sensitivity coefficients. For the

purpose of illustration, the sensitivity coefficient for the mass mg
is given and a proof of convergence for it is presented. Sensitivity
coefficients for other design parameters and the proof of convergence
can be done in a similar fashion [20].

Let . be the sensitivity coefficient of ml with respect toml ,in

the functional p associated with the approximate functions Li and Ln
in the dynamic equation and the functional, respectively. By tech-
niques developed in Refs. [17], and [18], one has

n = 2 (O)V 0 + I- + X -fi Jdt (22)

By Eqs. 1.4, 15, and 17 to 21, Eq. 22 can be written as

Z1 .iný A2 (0+)V 0 + +,

- Z2 1 (t) 21

+ . . dt (23)
[m1 + Li(z 1 - sl- m2

or more explicitly•* [t-' -X1 (t2- •'nd
mi X2 (+)V + dt)0 JO (mI + Mi2 )

+ t t2+ci [- Il(t 2 - nII)]•t1-€it (Ml +2 dM

J*tl+Ei [ l(t 2 - Cn) ml+m dt
C 1 R 2 n mii

I II
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4 2nu 2 nu L'(zl- s-)dt

+ ft L'(z - s2)dT - t L'(z, - s2)idt
~0

+ [ s2  dt (24)
f2tnt (m1 + m2)

Letting n *.o and i w, one has

lim lim i m V + 0 Idt
io n+o 111l'in - lVo VO 10 --0d0 0

+ I I - dt ..(s2" 2 ( 25 )

it m1 + m2  (25)

Note that this is precisely the same as the sensitivity coefficient
of Eq. A-15, which was obtained by the discontinuous approach!

Thus the convergence of the sensitivity analysis by the distrib-
ution theoretic approach for the model is justified.

The significance of this result is felt in large scale practical
problems, in which analysis by the ideal discontinuous approach is
intractable. As an example of the complexities encountered in
carrying out sensitivity analysis by the discontinuous approach the
reader is referred to Ref. 17 where a 75mm automatic weapon is
treated. To illustrate the power and potential o. the foregoing
distribution theoretic approach, a realistic model of a rifle is
treated in the next section.

5. OUTLINE OF A COMPLEX (AUTOMATIC RIFLE) EXAMPLE

A. Problem Definition

The example shown schematically in Fig. 5 is chosen to de-
monstrate the applicability of the preceding distributional or logical
function method for complex problems. This mechanism is, in general
form and complexity, typical of a variety of small caliber weapons
such as the M16AI rifle. In this particular model, only the bolt is
allowed to rotate; all other motions are in the direction of the bore
axis. The position of each mass is described by a state variable
whose coordinate system is chosen for convenience. The origins are
different, but all are located to the rear of the weapon.

The following is a description of weapon operation incorporated
in Fig. S. At time t = 0, all operating parts except hammer m7 and
buffer weight m3 are in battery (forward), a round is in the chamber
and the hammer is cocked. The stiff spring at the end of the bolt

11-12



12.

*E!ILE, HUANG, AND IIAUG

PrMAL 'O2CTIOX$ AT t.0:

Iinl N o a(i VELOCITY x a(:) .0 a Receiver and larrel
)-.0 6i * Bait Carrier
1(l0).0 * lbufter tbei th
(4 sI{l) e* Ott" Spring Coil
x(l2).O r* lve Spring Coil
S(li).a - Drive Spring Coil

M1•)9 Is4)o? - Hmmr
% - Bolt
i - Cartridge Case

ale bullet * Propellent

Figure S. Automatic Rifle Model.

carrier m2 assures equilibrium of the preloaded drive spring system
represented by masses in,4 inm, and mi. At t = 0, the hammer is re-
leased and begins to move forward. When the stiff spring on its
forward end strikes the bolt carrier in2 , the breech force begins to
act on the receiver mi and the gas force begin to act on mi2 . Also
at this time, in loshs the mass of the projectile and propellent
m of the chambered round. Under the action of the gas force, in2
mives rearw.rd. This motion causes the bolt mS to twist. When
the forward end of the cam path is reached by the cam pin, m8 and
II are captured by i 2 and released by ni1 . During this period, the
r tational moment of inertia of m8 is that of the bolt plus the
empty case. The bolt carrier continues to move rearward, until at
a predetermined point it loses the mass of the empty case m9 .through
ejection. During the rearward motion of mi, the hammer in7 Is driven
rearward by in 2 . Chattering takes place beiween these two masses,
because of the stiff elastic contact between them. Next, the buffer
spring on m2 strikes the back of inI. During rebound, a mass chosen
equal to m8 plus m 9 is added to m1 to simulate some of the complex
shooter body influence. At a predetermined point in the counter-
recoil cycle, the hammer is suddenly latched to in1 . The mass m2
continues forward to capture a new round mg plus in1 0, which is sim-
ultaneously released from in1. The locking force is activated bet-
ween i 1 and i 2 and continues until the forward spring on m., strikes
m. During this period the moment of inertia of m8 is increased1 * 8 "/

by that of the complete round. The point is reached where the bolt
and new round begin to become part of in1 , and the analysis is termin-

II-13
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ated. Throughout this cycle, m3 has been continually impacting m2,
and the spring coil masses m4 , ms, and m6 have been in motion. Inaddition, mI has been moving under the influence of a flexible mount.

The problem to be solved for this mechanism is twofold:
1. Predict the displacement, velocity, acceleration, force, and

event histories associated with each mass in the system.2. Predict the variation in time required by the mechanism to
reach a given event, due to variations in the design para-
meters. That is calculated the vector of sensitivitycoeffzzents J _ e
coefficients k , where te is the time at which the
event occurs, and b is the vector of design parameters.

For this paper, the following specific case is examined:
Objective functional t = time at which stripping of a new

round from the magazine is begun
Design parameters b(l) = m. Receiver and barrel mass

b(2) nm2 Bolt carrier mass2
b(3) drive spring constantb(4) = hammer spring constant

B. Motion Analysis
(1) State Equations: By direct application of Newton's law,

equating the net force on a body to the rate of change of linear mo-mentum of that body, one can write the following equations of motionthat incorporate all logic conditions discussed in the description
of weapon operation in Section 5.A as

dd- [(EM(1) +NROUND*CEM(9) +EM(lO)) - ELG(1)*(EM(9) +EM(1O))
+ (1. - ELG(7))*EM(7) - ELG(2)*EM(10) + ELG(3)*(EM(8)
+ EM(9) + EM(IO)) - ELG(4)*(EM(8) + EM(9)))*X(8)j

- - ELG(5)*FGAS + F16 + FMOUNT + ELG(7)*FI7 + EIG(8)*Fl2BAR

+ELG(16)*Fl2BB 4ELG(6)*{t [F4*X(8) +F5*X(9)] +E}*F3

dd*- [(EM(2) + ELG(9)*EM(8) + ELG(lO)*EM(9) + (ELG(1I)

- ELG(3))*(EM(9) + EM(IO)))X(9)]

[ELG(13)*F23 +ELG(14)*F23BAR+ ELG(15)*F27+ ELG(8)*F21BAR

+ ELG(16)*F21BB+ F24] - ELG(5)*PERCEN*FGAS

d+ = ELG(12))* [F4*X(8) + FS*X(9)] + Eý*F3

Ud [EM(3)*X(10)] = ELG(13)*F32+ELG(14)*F32BAR

d- [EM(4)*X(ll)] = F42+F45

11-14
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d [EM(S)'X(12)] = F54+F56
dt
d_-- [EM(6)*X(13)] = F65+F61

d
J- [EM(7)*X(14)] = ELG(7)*F71. +ELG(IS)*F72

Note that these equations are written in first-order form, where
x(l) through x(7) represent the positions of masses mI through m7 and
x(8) through x(14) represent the corresponding velocities. The Fij
(i,j = 1,7) are the forces on mass m. from mass in.. EM(1) is the com-
puter-program variable for in.. F41 FS, and E a4e terms arising from
the cam path constraint forces. ELG(I) are logical groups described
below.

(2) Logical Function: Algebraic combinations of one or more log-
ical functions (representative sequences for the Heaviside-step func-
tion) are termed "logical groups". These appear in the equations of
motion to switch in and out various forces and masses. They are de-
scribed below in terms of their dependence on the logical functions
and in terms of the physic)l conditions that cause them to jump bet-
ween zero and one. Note that the engineering and computer symbols
LGI and ELG(I) as well as L1 and EL(I), are used interchangeably,
where I is an integer. The logical groups are:

LGI = L mI loses in 9+M

LG2 = L2 mI loses in10

LG3 = L3 L1 min gains in8 +in9+m 10

LG 4  = L1 9 L2 0 inI loses 118 + in9 on extraction. in8 + in9 is added

to in1 after rebound of in2

LG5  = ELG( 2 )

LG6 = L7L8- L9L1o+ LL12- L3 L14 Cam force between mI and m2

is active

LG7 = l.- L Hammer is tending to push mI1 rearward

LG8  = L1 8  Buffer spring acts between mI and m2
LG 9 = L19 m2 gains bolt mass in8 at end of unlocking and loses

in 8 on start of locking

LGo L(20) (LG9 - L21 ) m2 gains m9 on extraction but m2 loses

in 9 on ejection

LG = LG 2 gains m9+mlO on round pick-up
11 1 2 gis9 1

LG12  LG6  Cam force between in1 and in2 is active
(forward)

SU-15
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LG14 = L2 3  Buffer weight force between m2 and m3 is active (rear)

LG1 s = (LG7 ) (L2 4 ) Hammer is in contact with m2

LG1 6 = 15 Forward spring on m2 is in contact with m

LG1 7 = L2 5 L27  Position and velocity criteria for LGl(t)

LG1 8 = L2 6 L2 8  Position and velocity criteria for LG2 (t), LGs(t)

The state variable and time dependencies of the individual log-
ical functions and the physical conditions under which they make the
transition from zero to one are as follows:

EL (1) = LI(t,t.') where t' = t'(x 2 -xV, x9 -X8 ) Round is picked

up from magazine at time when mn2 is 3.25" from battery

EL (2) = L.(t,t") where t" = t"(x7 - x2, x 1 4 - x9 ) Gas force turns

on at time when A(x 2- x 7 ) = 2"

EL (3) = L3 (x 2- x1 ) Bolt hits locking lugs on receiver when

A(x 2 - x 1) = 1"

EL (7) = L7 (x 2 - xl) Locking begins when A(x 1 -x 2 ) = 1"

EL (8) = L8 (x 9 - x8 ) Locking begins when k2 -X2l > 0

EL (9) = L9 (x 2 - x1) Locking stops when A(x 1 - x2) = .1"

EL (10) = L1 0 (x 9 - x8 ) Locking stops when k2 -k > 0

EL (11) = L1 1 (xl - x2) Unlocking begins when A(x 1 - x2 ) = .1"

EL (12) = L1 2(x 8 - x9 ) Unlocking begins when k2- xY 0

EL (13) = L1 3 (x 1 - x2 ) Unlocking ends when A(x 2 - x) = 1"

EL (14) = L1 4 (x 8 -x 9 ) Unlocking ends when k2 Xl " 0

EL (15) = L15 (x 2 - x1) Forward spring on m2 hits m 1 when

A(x 2- X1) > 0

EL (18) = L18 (x 1 - x2 ) Buffer spring force is on if A(x 2 - x) = 4"

EL (19) = L1 9 (x I- x2 ) Bolt and round are picked up by m 2 when

,A(x2 - X1) > 1 Bolt and round are attached to receiver

when A(x 2 - xl) < i"

EL (20) = L2 0 (x8 - x9 ) Empty case part of mI until extraction

if k22 Xi < 0

EL (21) = L2 1 (xl-X 2 ) Empty case is ejected when A(x 2 -xl) = 2.5"

EL (22) = L2 2 (x 3 - x2 ) Buffer weight hits forward part of m2 when

A(x3-x 2)= .2"

11-16
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EL (23) = L23 (x3 - x2 ) Buffer weight hits forward part of m2

when A(x 3 - x 2 ) = .2"

EL (24) - L2 4 (x7 - x2 ) Force between hammer and m 2 on when

A(x2- x7) = 2" (See EL (2))

EL (25) = L2 5 (x2 - xl) Round is picked up from magazine at

position where m2 is 3.25" from battery (See EL (1))

EL (26) = L26 (x 7 - x2 ) Gas force is turned on at position

where A(x 2 - x7 ) = 2" (See EL (2))

El, (27) ý L2 7 (x9 - x,) Round is picked up from magazine when

x2 -*l > 5 (see EL (1))

EL (28) = L2 8 (x 1 4 - x9 ) Gas force is turned on when k7 - k2 > 5

(See EL (2))

EL (29) = L29 (tt") Simulation of gas force

The notation A(x I- x.) above denotes the "change in Ixi- xjl from its
value at t = 0.

The representative sequence used here to represent the Heavi-
side-step function is

iL -, 
2n + 1 Q2n+l

2 m 2n+l + IQ. Il2n+l -.(Q -)2n+l

where Q H x(I)- x(J) - YA. For some integers, I, J, and constant YA.
A graph of this function is shown in Fig. 6.

L

0 C

Figure 6. Approximation of Heaviside-step Function.

11-17
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The existence of any derivative of order d is assured everywhere if
2n4 1 > d. This form is a single expression that is valid in the
regions where L 0 0, where transition occurs, and where L = 1.
Other simpler pieced polynomials may also be used. However, it is
important to choose a representative sequence that is precisely zero
to the left of the transition and precisely one to the right. Most
conventional representations do not have this property.

A number of types of logical functions can be used to control
the logic in a given problem. In the current example, logical
functions are based on transition at a predetermined displacement or
velocity. Other possibilities are predetermined acceleration, time,
force, and ccnbinations. It is also possible to develop a logical
function (not used here) based on transition at a given number of
repetitions of a logical event. A special type of logical function
that is used in this example is referred to as a "locked-on" log-
ical function. Here the argument of L is t- t', where t' is deter-
mined by displacement and velocity criteria. The development of
the lock-on logical function is motivated by experience. It is
convenient to have a logical function available that will lock for-
ever in the "on" position after certain displacement and/or velocity
criteria are met and wil] not be affected by subsequent repeated
satisfaction of these criteria.

Let L be a logical function based on position that makes its
transition Xfrom zero to one when a certain displacement condition
is met and let L. be a similar logical function for velocity. TMAX
is defined to bexa time greater than the maximum time over which
the analysis is conducted. Considur the fulluwing definition for

TMA I - L' L xd] + L d

The term TMAX[1 - L'L. kdý] A insures that L(t -t1) willI not

4x xxx

change value until x is at the appropriatc position, since before that
point is reached, t' = TMAX > t and the argument of L is negative.
After transition has occurred, A = 0. If Lx and/or L. later change
to zero, both of the above integrals will remain uncha~ged. If they
later change to zero and then switch back on, A will become a large
negative number. In this case, t' will be progressively decreased
by an amount equal to TMAX and increased by an amount less than TMAX
each time L L. is switched on. [fence with this definition, t' willx X
always be less than t once the criteria for position and velocity
have been satisfied for the first time, the argument of L will remain
positive, and L will remain "locked oW't The terms in the definition

of t' can be collected as t' = TMAX + (t-TMAX)L'LRkd1. In order

"to calculate t', the integral relation is converted to a differential

equation Z-• t (t - TMKAX)L'L k with t(O) TMAX and is solved along

11-18
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with the other state equations. Thus t' becomes essentially another
state variable with its own associated adjoint variable for sensitiv-
ity analysis. The variables EL(l) and EL(2) in the current problem
are locked-on logical functions.

(3) Forces: The breech and gas forces are assumed to be impulses
that are simulated by constant multiples of time-based representative
sequences for the deta function. The spring forces are as follows:

F16 = 76.8(x 6 - x1- 5.08425) - DAMPDR(* 1 - k6) SPDRIK(x 1 - x6

+ DDR) - DAMPDR(ýI - *6)
FMOUNT = -300(x 1 - 1) - 9.43:1 = SOUNTK(xI.-DMOUNI) - DAMPMO(k1)

F12BB = 20,000(x 2 - x 1 - '9996749) + 25(i I- i2 FORWSK(x 2 - xI

+ DFOR) + DAMPFO(i 1 - &2)

F24 = 76.8(x 4 - x2- 1.91575) - .Ol(k2?- k4 ) -BCSK(x 2 = x4 +BCSD)

- BCSDAN(i 2 - k4 )

F45 = 76.8(x 5 - x4 - .91575) - .01(k4 - 5) -FSMK(x 4 - x 5 +DFSM)

- DAMFSM(5C - k5)

F56 = 76.8(x6- x 5- .91575) - .01(i 5- x6) = -RMSK(x5- x 6 + RSD)

- DAMRS(c5 - k 6 )

F17 = -20(x 1 - x 7 + 6.5) - IAMDAM(i 1 - R7 ) = -HAMSPK(x 1 - x 7 DHAM)

- HAMDAM(x 8 - x 1 4 )

F12B = lO000(x 2 - x1- .66667) + .13(i 2- ) = BUFFK(x 2 - x1

+ BUFDAM(kI - :k2 )

F23 = -20000(x 2 - x+ 1.01666) - 15(i2 - 3 ) -BWK(x 2 - x3 + DBW)

- BWDAM(k 2 - Y3)

F23B = 20000(x 2 - x3 - .98333) - 15(i2- k3) = BWRK(x 2 - x3 + DBWR)

- BWDAMv(* 2 - *3)

F27 = -20000(x 2 - x 7 +5.16667) - 9(i22 -7) = 7 IBK(x 2 - x 7 + ÷BD)

- HBDAM(i 2 - i 7)

The axial component of the constraint force between the bolt
carrier and the bolt that causes the bolt to rotate in accordance
with the cam path is

o dd dO d0 2do
12 BOLT dx BOLT dx d-x

where 0 is the rotation angle, I80LT the mass moment of inertia of
the bolt, and x the relative position between bolt and bolt carrier.

11-19
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This expression can be reformulate cfor the state equations as

F F3 f-• [(F4)x(8) + (FS)x(9)+ E , with appropriate definitions
fA2 F3, F4•,F5, and E.

Note that this expression for F12 introduces coupling in the
highest order derivatives in the first two state equations. The
integration algorithm used requires that these equations be in
standard form d= f. The process of converting the first two eq-
uations to thisat form leads to the undesirable appearance of the
delta function, which has relatively high derivative values. How-
ever, it is likely that only step functions need be considered in the
dynamic analysis if a mixed algorithm for differential and algebraic
(constraint) equations is used. The desired algorithms do exist that
will solve mixed equations in the form f(x,k,t) = 0. However, in
this problem, the equations were put in standard form. The first two
equations have the original form

d d
-t-[Flkl] = F2 + F3 d [F4k 1 + FS 2 ]

d [F6k 2 ] = F7 + F8 1- [F9k + FiOk2 ]

and these are manipulated so as to become
dk1 a3aS - a2a6

-cdt alU5 - a 2 a 4

dk 2 a1a6 - a3a4

dt al- -5 2(4

where the alpha's are algebraic equations involving step functions,
delta functions, state variables, and time.

(4) Integration Algorithm: The fourth order Runge-Kutta algorithm
was used to solve the state equations. No error control was used, ex-
cept that each logical function transition region was divided into a
specified minimum number of parts. The objective was at this stage
to "brute force" a solution and not relinquish control to an automatic
integration scheme. With large programming inefficiencies, the CPU
time for the CDC 6600 computer was 77 seconds for a problem real time
of .039 seconds. The accuracy was not quantifiable, but appeared to
be satisfactory. No instabilities were apparent, even with the ex-
plicit appearance of the delta functions.

(5) Results: Plots of the logical groups are shown in Figs. 7 and
8. Sample plots of a typical logical function and its derivatives are
shown in Figs. 9-12. Various computed motions as a function of time
are shown in Figs. 13. through 20. Fig. 21 shows a typical force history.

C. Sensitivity Analysis

Application of the logical function method to sensitivity

11-20
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analysis permits the solution of complex problems that are not current-
ly solvable by existing methods. The lack of any requirement for a
prior knowledge of the sequence of events, the capability to treat
chatter, and the generalization of logical control are important char-
acteristics for sensitivity analysis of complex systems.

The sensitivity analysis problem for this example was stated in
Section 5.A. Note that solutions of the state equations are required
as input for this analysis. Recall that the matrix 3f/Dx appears in
the adjoint equations. Analytically, this is a very lengthy and
tedious calculation, so the details will be omitted here. Recall also
that delta functions introduced as a result of the cam path and the re-
quirement of standard-form equations with the Runge-Kutta algorithm
appear in the "f" expressions in the state equations. Therefore, the
calculation of 3f leads to the appearance of the unit doublet. Since
h Q contains theax delta function, the Dh0 /ax term in the adjoint equa-
tions also gives rise to the unit doublet. The doublet arising from
3f/ax may be eliminated by the use of the algorithm for differential and

algebraic equations. It can be shown that the doublet resulting
from the objective functional can always be eliminated if that func-
tional contains no derivatives of L higher than that first, which will
be the case for virtually all problems. However, for the present ex-
ample, no attempt to eliminate the doublet was made.

Again, the Runge-Kutta fourth order algorithm without error con--
trol was used to demonstrate that stable solutions could be obtained,
even with the occurrence of the extremely rapidly varying doublet. For
convenience in demonstrating feasibility, very large inefficiences in
the lengthy calculation of were allowed. The results obtained

fo 0 _t 7tY
for V b , where t' is the time for stripping of a new round
from the magazine and b(l) = ml, b(2) = m2 , b(3) = drive spring con-
stant, and b(4) = hammer spring constant, are as follows:

0 0 0 01i 2 3 £4

-. 0086 .61 .35x 10- 4  -1.4x10-4

approximate values from finite variations:

-. 013 .92 .53x 10- 4  -1.3x10-4

Confidnece in the approximate values from finite variations is limited
to order of magnitude and algebraic sign. They are obtained from solv-
ing the state equations for different values of b and calculating At'/Ab.
However, reasonable changes in b for which approximate linearity
might be expected result in changes in t' on the order of one time step
in the integration process; so At' is not highly reliable. The error
analysis problem is complicated by the fact that both the size of c
and the integration step size control the error. Additional study of
this interaction is desirable.
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1). Future Work

Now that basic feasibility has been shown, the next step is
the introduction of efficiency. A recent variable order variable
step size integration code by Shampine and Gordon will be used to re-
place the Runge-Kutta algorithm. The calculation of af/ax will be
streamlined to provide perhaps the greatest gain in efficiency.
Then a reasonable estimate of the computation time inherent in this
method can be determined. Next, the appearance of the delta func.-
tion in the staLe equations and of the unit doublet in the adjoint
equations will be eliminated. This step should also increase effic-
iency. Next an analytical basis for the determination of the trans-
ition width will be established for optimum accuracy and efficiency.
Finally, the logical function method will be introduced into the
ADAMS 2-D generalized mechan.sm analysis code.
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APPENDIX A: Sensitivity Analysis of the Mass Capture Model by
a Discontinuous Approach

In this appendix, sensitivity analysis of the mass capture
model (shown in Fig. 2) by the discontinuous approach, is given. The
results of the adjoint solution and sensitivity coefficients by this
method serve as the limiting case for the solution by the distribut-
ional approach. Here, only the formulation and results are present-
ed. A detailed derivation is given in [20].

Let z = x and z = mnk. As defined in Section 4, let t1 and t2
be the times when mass mi reaches x = sl and s2, respectively. Let
the functional to be coniideredbe defined as

= t 2  (A-1)
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(a) Equations of motion

z 1 (0) = 0, z2 (0) - miV0  (A.-2)

M 2

1 m1  0 < t < t (A-3)
2 0

(t = S., z2 (t+ ) = z2 (t ) (A-4)

z2
2

{12 ( 1  .m2) t t< (A-5)

(b) Special time definitions

z 1 (t 1) = s(
(A-6)

z2(t2 =s2

(c) Adjoint equations

d= 0 0 < t < t (A-7)
x 2 1tw -

x1t(t) I A2 (t 1 ) = X2 (t 1 ) (A-8)

(m2+m-) t t t 2  (A-9)

1 2)

xl(t 2 ) = , A2(t) 0 (A-10)S•~~(t-)

(d) Solution of the equations of motion

= vot
0 t t (A-11)

2 (t) = mlV0
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mVz1 t) = (mI +m2 ) Ctlt)
z () (m1+ ) t- +s t I < t < t2 (A-12)z (t) = mlV 0

2 1 0 A-2

(e) Solution of the adjoint equations

1 (t)
l(t) = (m'm)(t 2 ) (t t 1 <t)(-

2(t) (t - t12(mI '+ m2):k(t; 2

l(t) -
1k(t- ) (A-14)
-t 2

( 2 (t) t
m I : (t)

(f) Sensitivity coefficient of mass ml with respect to the function-
al Z, u•:

_ (s, - l m2  (Ai5
_ 2£1 = (2 ml 2 VAIS

mIV0
1 0

Sensitivity coefficeints of other parameters m2 , V0 , S and s
are given in [20].

APPENDIX B: Definition of a e-Representative Sequence

Let a e-representative sequence {Ln (z)} be defined as follows:

(a) Lr (Z) C Cm for some prechosen integer m,

(b) Ln (z) is monotone increasing, and L n(Z) = 0 if z < - n, and

L n(z) = 1 if z > cn, where en is a positive and En -0 as n

(c) L n+l(z) > Ln (z), for all n.

With this definition, one can show that {L'(z)} is a E-represent-
ative sequence [19].
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DESIGN SENSITIVITY ANALYSIS OF
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R.C. HUANG, ASSISTANT PROFESSOR

MATERIALS DIVISION, COLLEGE OF ENCINEEINC
THE UNIVERSITY OF IOWA, IOWA CITY, IOWA 52242

1. INTRODUCTION

A gun barrel that recoils in automatic fire on two supports
is considered, see Fig. .1. The derivation of the equations of motion
for the gun barrel under the above conditions can be found in [1].
In this reference, Simkins used NASTRAN to solve for the dynamic res-
ponse of an M113 gun tube. Feng and Hung [2] applied a finite element
method, modal analysis, and the Picard iteration method to determine
60mm gun barrel dynamic response during a firing cycle.

To optimize system precision, one must first determine the effect
of design changes of system components on dynamic response of the
muzzle at shot exit. To date, no systematic sensitivity analysis
has been attempted to deal with this precision model. It is the pur-
pose of this paper to carry out such a sensitivity analysis. The
main tools used are the calculus of variations, the theory of distrib-
utions, and a sensitivity analysis technique developed in [3,4].

In developing the sensitivity analysis, one first constructs an
adjoint equation for a general performance functional and finds the de-
sign sensitivity coefficients for the functional. These coefficients
may be interpreted as partial derivatives of the performance function-
al. This general formulation can then be applied to both the cost
and constraint functLionals In the design process. The sensitivity
coefficients provide trend information directly to the designer to
predict the effect of changes in system components on precision, or
they can be used to implement an optimal design algorithm.

In this paper, the masses of the projectile and the flash sup-
pressor and the location of supports are taken as design parameters.
Any other system components can be described by design parameters and
treated in a similar way. Section 2 gives the equations of motion
and a method of solution. This method can also be applied for the
solution of the adjolnt equations, which is an important considera-
tion for numerical efficiency. In Section 3, a sensitivity analysis
for the system is carried out, with a general form of performance
functional. A formulation for design sensitivity coefficients and
the associated adjoint equations and terminal and boundary condition
are given. In Section 4, a numerical example is treated. Finally,
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a summary and discussion is presented in Section 5.

V

X( 0...... ....

Figure 1. Mechanism of a Moving Gun Barrel with
Two Supports.

2. EQUATIONS OF MOTION

The system shown in Fig. I is a model of a recoiling gun
barrel with two supports fixed in an inertial frame. The coordinate
system Oxy is embedded in the barrel and x0 (t) is the distance from
the left end of the barrel to the flexible support, which varies in
time as the gun barrel recoils.

The projectile and the flash suppressor are considered as point
masses. The differential equation of motion was derived in [11 as

By f (1)

where 2

2 EI(x) a' + pA(x) -2 (2)axa 
at

and
f E-pgA(x) cos a - p(x,t) va y (x,t)

+ pgA(x) (g +sin o) y'(x,t)

S- -0+sin y"(x,t) A(x)dx - ky(x(t),t)'(x-x 0 (t))

- 2 (t)y"(xt) +2V(t)v'(x,t) + (x,t) (Eq. cont'd)
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+ V(tOy' (x,t) +g Cos a]m p 3(x -6W))

- mt [Y(Xt) +g cos a] Z(x-z+E) (3)

The parameters and variables in these uquations are defined in detail
in Appendix A. The variable y(x,t) is the lateral displacement of
the barrel. The first term in the expression of f (Eq. 3) represents
the effect of gravity. The second term is due to the Bo,.rdon press-
ure load and p(x,t) is bore pressure. The third and fourth terms re-
present the combined effects of recoil and counter-recoil inertia and
the lateral motion of the gun barrel. The last two terms in Eq. 3
are due to the concentrated mass of the moving projectile and the
fixed flash suppressor, respectively.

Since there Is no concentrated moment applied on the barrel, the
state variable y is twice continuously differentiable with respect to
the variable x. A simple calculation shows that the speeds of t,,e
stress waves in the tube are much faster than the speed of the projec-
tile. Hence, the state variable y is assumed to be twice continuous-
ly differentiable with respect to the time variable t.

Tho initial conditions are taken in the general form

y(x,O) = YO (4.a)

ý(x,0) = ý0 (4.b)

and the boundary conditions are

y(Ot) 0 (5.a)

y'(0,t) = 0 (5.b)

(Ely")(Z ,t) = 0 (5.c)

(EIy")'(P ,t) 0 (5.d)

The terms involving the second and third derivations in Eq. 5 repre-
sent conditions on bending moment and shear force on the gun barrel.
For example, Eqs. 5.c and 5.d give the free end condition of the
barrel.

To solve this complicated initial-boundary-value problem, a

Galerkin method [5,6] is applied to develop a finite element form-
ulation. In this paper quintic polynomials are chosen as the coor-
dinate functions. Consider the ith nodal point of the discretized
barrel, shown in Fig. 2. The coordinate functions associated with
this node are •i(x),Oi(x) and w ix) which are defined in Appendix A.
An approximate solution is of the form

n
Un(Xt) = i [a 3 i_ 2 (t) ýii(x)+a 3 i l(t)ri(x) +a31(t)O1 (x)]

(6)

where the functions a 2 (t), a 3 1  and ai(t) are the displace-
ment, slope, and the second x-derivative of the barrel at the ith
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nodal point, which are to be determined.

Xl

Figure 2. Finite Element Nodes.

By the modified Bubnov-Galerkin method [6], the residues are
formed as

(El Un", n 1 "t) + (pA~n, iP) = (f,,i) (7)

(EIUn' iil) + (eAU n i) (fl) (8)

"(El U", wife) + (pA U n, W = (f'W.) (9)

Since i=l,2... ,n, this is a system of 3n ordinary differential equa-
tions for the a.(t), j=l,...,3n and where

F

(f'g) J fo f(x)g(x)dx (10)

One may write this system of 3nsecond order differencial equations in

matrix form as

Ka + Ma = F(C,a,V(t), xo(t)) (11)

with initial conditions

a(O) = a0

A(0) = A0

Here the matrices M and K are constant, while the vector F is a
function of time. These matrices can b2 constructed and evaluated
by finite element computer programs. A combination of modal analysis
and Picard iteration is used to solve the equations. The convergence
of the Picirci iteration will be presented in Section 4

3. SENSITIVITY ANALYSIS

In this section, a general performance functional p, which can
arise as a constraint or as the cost functional, is considered. Also,
an adjoint variable )(x,t) that is associated with the functional y

is introduced. The sensitivity coefficients wich respect to the des:ignC

11-35
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variables and design parameters are then developed, using techniques
developed in [3] and the theory of distributions.

Consider a functional of the form

r" z
J= J L(x,t,y,r,y',b) dxdt (13)

where b is a vector of scalar design parameters. Taking the first
variation of the functional *, one has

f• f•fla• L •2L L• 1
S i: [0 L0 L••y) x' 6y th dxdt + G (14)

where T 9 T - S+ L I t (15)
G y + DL, 6yt dt + 6-• y t(5

Now one is in a position to introduce the adjoint variable
X(x,t) and to construct the adjoint equation associated with the func-
tional P. For simplicity of notation, let

S(x) A(ý)d' (16)

Multiplying Eq. 1 by the adjoint variable X and integrating over the
domain (O,Z)x(O,T), one has the identity

X El(x)y") + PA(x)y + pgA(x) cos + p(x,t)ay+

- y(x,t)PgA(x)( . +sin a) + y"Pg(9 + sin 0S(x)

+ X(x,t)y(x,t)k0(x -x 0 (t) -e) + mp (+ 2V+ +Vy' +V 2 yh'

+g cos a)!(x- E) + mt(y+g cos a) 6(x-Z+c)}dxdt = 0
" (17)

Integrating Eq. 17 by parts, one obtains

A0 j[(Ey") - A'(Ely") + (EIX ") y' - (EDL") 'y]
+ [XP(X,t)T•ay'- (1p(x,t))'Tra 2 y]-P9 sin A(x)oy

L. -J

+[APgS(x)(XgQ+sin Y - Pg( +sin a)(XS)'y] dt

+ jSOZ[(EI" "+T a2(Ap)"+pg(!_- sin (AX)

S+ (p 0-+sin a )"yddt y dxdt + xp A - ipAy 0.dx

A+ pAydxdt + X(zo,t)y(zot)kdt+ mp

-mpA(F,T)y(&,T) + f mpX(,t)y(E,t)dt (Eq. cont'd)
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+ 2mnA~xvTy( + 2m
J0O f{( )VtYu(C,t0dt

+ V (t)A(Qt)Y' (&,t)dt + m AQ(, )v2 (tOY"(U, t~

+ ~m.9Cos adt + m Ak Elr CT

- r~i~Q - )v( - :,') +fc rn X( 0 , ti Y(.Q - 0 td t
+JoM tg Cosc a t =0 (18)

Whe~re r denotes evaluation at the end points {O4+, Z-1 and zo= + e.
raking the first variation of Eq. 18 with respect to the statevariable y and design parameter b, one obtains the identity

7 S(Ey") X - ' 6(Ely") + (EIA") 6y' -- (FIA") '6
+ p(X, t)iia 6iy' - (\p(x, 0) 7Ta 2ýy

- [P9(--+sin )A(x)A6y]+ APgS(x)(_9 +sin )Sy'

-P 9g( 9 .+ Sin1 O (AS) 'SY dt 4- f* P E N T Ua (

+ Pg(-.q+ sin )(AA), + Pg C 0 + sin ct)(As)"jjc5Y dxdt
+fx, ýA 6ýr, J A dx +-IPA6ydt

+ f TT

+ J[A (z 0,t)6y(z ~t)k + A(z0,t)y(zO,t)6k

- kA(zO~t)Y(zOt)6ej 
dt+ mA )6 (

- m p(i,T)6y(ý-,r) + jm p Qý,t)6yQrt)dt

+2mpX(&,T)V(T)6y'Q( T) - T2mp [A(ý,t)V(t)J16y#(Ft)dt

+ mV(t)A(C,t)6y' ý,Odt + J mA(1,t)V (t)6y"(ýI,t)cdt

+ M X(2k- ,T)6ý'(k-E.,T) - M kE,6ykCT

mtXX-~t)y(-r:,tdt+ (6m ) &fNQ,)r(&,T) -AUF,T)yQC,T)

+ f (t,t)y(F~t)dt +- 2 A(F,T)V(T)y'(FT ) +

0 t
(Eq. cont'd)
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+ (•,t)V2 (t)y"(,,t)dt + ((rt)g cos c d

+ (ii ) ,fx (- ' ),.-c ,r) -T (9.-c ,- )y(i-C ,')

+ X(Z-E-,t)y(,.-c,t)dt + ft \(t-c:,t)g cos u d 0

"(19)
Note that" the variation of the first two terins In the boundary

integral of Eq. 19 are left as A(EIY")' and A' (EIY"), rather than
expanding to include variations in El as a function of design para-
meters. Retaining the terms in this form allows one to interpret
(ELY")' as shear and (ELY") as moment. Thus, if a shear or moment
is specified, such as at the free end of the gun tube, then the total
variation of shear or momenc must be zero. Now consider the follow-
ing terms in Eq. 19:

.• By the theory of distributionts [7,8],

2 - f 2mp 7 I[X (xt)V(t)]} y'(x,t)-(x-•)dt

Tm• (P (x, t)V(t))1S(x- )

+ 2mn[j 1) (X(xCt)Vt)t))]' (x-).6y(x~t)dxdt (20)

In the last equality of Eq. 20, the product rule of distributional

derivatives has been used. Similarly, one has

ft V(t)X(C',(t(t) tt (x,t)y'(x,t)

0 P 0 T

o•0 '0 ( x - U - d x d t

- - "J In t)[A'(x,t)6(x -f,) + A(x,t) 6'(x-•)l5y(x,t)dxdt

S(21)

0 0

IO•Ompv2dxd t

= - at (x~t) [x(x,t))(x-o +\(x,t)&'(x-t)]y'(x,t)dxdt

d i i(Eq. 
chnt'd)
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JO"n PV2(t)[X" (x,t)E(x -t.*) + 2X (x,t)R' (x -r.
p

+ X(x,t)6"(x- ý)b~y(x,t)dxdt (22)

For notational simplification, deft.ne

B ) LI X" + ir a2 Ax,)+ pS )(+ sin a) (23)

.B,(X,t) (ETA")' + Tra 2 (Xp)' + pgAX(kQ+ sinla

+ gX) (~-sin a~(24)

Expanding over the end points, using Eqs. 20,21, and 22 and the
variational conditions of the initial and boundary conditions given
in Appendix 15, Eq. 19 becomes

~f {IX)"+ pAA + ira pgX)" 2sin () [(AX)'

+ (AS)"] [x + + 2 -a- (A(x,t)V(t))

vt'OXXt) + V (t)x"(xAL)]oýA(x- C)-rn [2-2-(X(x,t)V(t))

- v(t)x(x,t) 4+ 2V 2 Wx '(X t)]6 (x - ) + rnV 2 ( Ox (Xt)06" (x

+- (~)(-k+C X A(Xt)k6(x - Z0 )}6y(x~t)dydt

0 (25)

where

TV2 Q. , VY XQ t)~ :

0(29
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Q5 • {([pA(x)X(x,T) + MpX(x,T)6 (x-T) + m tx(x,r)6(x- Q,.

J
+ 6) 16(x,T) - [pA(x)X(x,T) + m (X,T) (X

+ m (x,t)6(x-e+ C)I6y(x,T)}dx (30)
t

Requiring A to satisfy the differential equation

(VI")" + p*+.. 2 (A )" + pg 0 +sin [(AA)' + (AS)']
2AA i- 11) jp

+ M (A(x,t) + 2 - X (A t) V (t) - (t.))(x,t)

2+ V (t)\"(x,t)I(x-0) + m [2 3-(X(x,t)V(t))
p 3t

-(t)X(x,t) + 2V(t)X (x,t)]J'( -'E,)

" M V2 (t)x(x,t)"(x-&) + mt•(Xt)F(X-k + E
p a 11 a2L 2L

"+ .x(x,t)k6(x- zO) = y x , (31)

equation 215 becomes

2o( y 1 ydadt (QI+Q 2 +Q 3-+ Q4 + Q5 )

(32)
Substituting Eq. 32 into Eq. 14, one has

8• = •-• 6b dxdt - (Q.+Q 2 +Q3 +Q4 +Q5 ) + Q (33)

One now defines

Q1 + -Q J+ 6b dxdt (34)

2 + fT 8 Yio+ + -L, 6Y dt (35)

With these notations, one may write Eq. 33 as

6 Q1 Q2 (Q3 +Q4 +Q5) (36)

Only variations of the design variables and the design paramet-
ers are involved in Q1 + Q3 and only variations of Lhe state variable
are involved in Q + Q + Q

Choosing initial and boundary conditions for the adjoint var-
iable, one is able to cause 0 and Qa - 0. To achieve this,
one requires that

pAM(x,r) + m A•,T)6(X-0) + Mt x(-Cr)6(x-k+E•T,) = 0
p t (37)

pAg(x,t) + m,- ,)I(x-0,) + m A(2.-c,T) (X-Z,+F-T) = 0
t
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It can be proved [9) that Eq. 37 implies X(x,T) 0, X(Q,T) 0,
x(-e-, T) 0 0, 1 (x,.r) - 0, (QT) 0 0, and C('. -• ,T) = 0;
or in a more concise form,

(38)

A(x,t) =O

Eq. 38 gives the terminal condition on the adjoint variable X(x,t).

Also one chooses the following boundary conditions for the ad-
joint variable,

(0,t)= 0 (39.a)

X'(0+, t) 0 (39.b)

Bl(Qt) 0 (39.(')

B2 (z ,t) + _ (C ,t) 0 (39.d)

where the functions B1 and B2 are defined in Eqs. 23 and 24.

By the chosen terminal and boundary conditions on the adjoint
variable X(x,t), one has Q= 0 and = 0. Thus,

= Q (40)

Using Eqs. 26 and 34, Eq. 40 is written explicitly as

+ Oýt~m(< ty-(¢,t) + X(gýt)v2(t)y"(r, t)

+ AQIt)g cos a] 6m - [).(Z-c,t)y(C-ct)
p

+ X(i-c,t)g cos a] 6 mt - X(Z 0,t)y(zot)6k
+ A(zo't)Y(Zo't)k6e3dt + OJ0 ab 6bdxdtb(41)

In a more compact form, Eq. 41 is

4 Z ZýT6b (42)

where k is the desired sensitivity coefficient vector with respect
to the design parameter vector. Let b =[m , mt, k, e]T. Then the

pare

2 [-A(tt)y(Ct) + 2y(C,t) (

2
+V(t)X(W,t)y'(ý,t) + X(Ct)V (t)y"(F,,t) + X(A,t)g cos a]dtr aL

+ dxdt (43.a)

S£2 - F, -[(-,y(k- ct) + X(Z- ,t)g cos ajdt

+ jo f dxdt (43.b)k ITO JO2 T Z•

J f-X(zo't)Y(Zo't)]dt + @fLr +L dxdt (43.c)
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rT

4 Jk[X'(zt)y(z0,t) + X(z0,t)y'(z 0 ,t)]dt

+ dxdt (43.d)

With these sensitivity coefficients, one can proceed to carry
out design sensitivity analysis and optimal design. An algorithm
for digital computer calculation of the sensitivity coefficients is
summarized as follows:

(1) With estimated values of the design parameters bi, solve
Eqs. 1, 4, and 5 for the state vwriable y(x,t).

(2) Using the solution y(x,t) from step (1), along with bi,
solve Eqs. .31, 38, and 39 for the adjoint vairable X(x,t).

(3) Use the values of bi and y(x,t) from step (1) and N(x,t)
from step (2) to calculated the sensitivity coefficients
£• in Eq. 43.

4. NUMERICAL RESULT FOR DYNAMIC RESPONSE ANALYSIS

To illustrate the dynamic analysis technique developed in
the previous sections, a numerical example of the recoil system shown
in Fig. 3 is treated and its dynamic solution is presented.

The recoil motion x (t) of the gun tube is given in Fig. 4. The
projectile motion ý(t) relative to the gun is shown in Fig. 5. The
pressure function p(x,t) is given as

p(x,t) = P0(t)li m )
2 + mp

where po(t) is given in Fig. 5 and m 5.22661b. is the mass of the
charge. The gun tube is discretizea by 13 equally spaced nodes with
a total of 36 degrees of freedom, 3 for each nodal point except those
two at the boundary.

Modal analysis and Picard iteration are applied to solve the diff-
erential equations (2.11) and (2.12), with 9 used in the elgenfunction
expansion. The eigenvalues and eigenvectors are determined by Jacobi
method. Dynamic analysis is performed from t = 0 to t = 5.6x 10-3

secs. (projectile exit).

The Picard iteration method can be applied in tio ways, namelyF (a) by taking the whole time interval as an iteration time period and

(b) by iterating over subintervals [ti, ti+AT] successively. For
each time step, only the gravity force is taken into consideration in
the first iteration, as the forcing function f in Eq. (2.3). The re-
sult is then used to evaluate an estimate for the forcing function.

This process is repeated until the convergence criterion is met
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Table 1. Convergence History of the Picard Iteration
Taken Over Time SubinLervals Successively.

Time No. of Time No. of Initial Final I
(10-3sec.) Grid Points Iterations J I I (in. 10-)

0.4 3 2 1 0.48
0.8 3 . 1 5.05
1.2 3 1 1 4.55
1.6 3 1 1 3.30
2.0 3 1 1 2.79
2.4 3 1 1 2.63
2.8 3 1 1 2.57
3.2 3 1 1 2.22
3.6 3 1 1 2.26
4.0 3 1 1 1.73
4.4 3 1 1 1.87
4.8 3 i 1 2.87
5.2 3 1 1 2.04
5.6 3 1 1 1.73

Table 2. Convergence History of the Picard Iteration
Taken Gver the Whole Time Interval.

Iteration jjyll
0 1.00000
1 0.03136
2 0.00590
3 0.00110
4 0.00048

Table 3. Deflection and Slope at the Muzzle End.

Time (10 3 gec.) Deflection (10-21n.) Slope (10-4rad.)

0.0 6.4420 7.1571
0.5 6.4435 7.0180
1.0 6.4804 7.1394
1.5 6.5526 7.4749
2.0 6.6198 7.6996
2.5 6.6771 7.5302
3.0 6.7501 7.5671
3.5 6.8609 7.6923
4.0 6.9835 7.9321
4.5 7.1174 7.8986
5.0 7.2938 8.1364
5.6 7.6068 9.5140
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or the maximum iteration number allowed is exceeded. The convergence
measure is defined as

= [ ki ~k~ - k'dtdx±Jy 0 1 Yk+l td-k

,,here k is. the iteration number.

With the given data and forcing functions, the dynamic response
y(x,t) of the gun tube is shown in Figs. 6 and 7, for Picard iterotion
processes (a) and (b), respectively. The convergence criterion used
is 0.001 and the number of iterations required to achieve convergence
is 4 for process (a) and is never more than 2 for process (b). One
may notice from Figs. 6 and 7 that the two iterative schemes yield the
same result. The convergence histories are given in Tables L and 2.
The deflection and the slope of the muzzle end are given in Table 3.

5. SUMMARY AND DISCUSSION

(1) A method for dynamic design sensitivity analysis for the mov-
ing gun barrel under the effects of the transverse and longitudinal
motion cf the gun tube, the projectile inertia, and the flsh suppres-
sor inertia is developed. In the development, the state variable
y(x,t) and the adjoint variable X(x,t) are as:uumed to be twice contin-
uously differentiable with respect to the time varlable t, such that
operations with distributions are meaningful in both the equations of
motion and in the adjoint equation.

(2) A numerical example for the dynamic response of the system
shown in Fig. 3 is given and discussed in Section 4. To carry out
this analysis, the Galerkin method, Picard iteration, and irodal anal-
ysis are applied. Convergence of the iterative procedure is rapid.

(3) The adjoint equation (3.19) is of the sakne form as of the
dy-iamic equation (2.1), therefore the method of solution used for
solving the dynatic equations can be applied to the adjoint equat-ion.
For numerical solution, the same program can be used for solvi1ng both
the dynamic equation and the adjoint equation. Work in Lhis d IrecLion
is under way.

(4) The functional form considered in Section 3 is general enough
to include practical cost and constraint functionals. For example,
one may choose the cost function to be

S= l( + (2_L)2 dx dt

which can be a measure of the accuracy of projectile launch. In this
paper, the masses of the projectile m and the flash suppressor mt,
the spring constant k, and the initia distance e from the left end of
tLe barrel to the spring support are taken as design parameters. Other
parameters can be treated in the same way.

II
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(5) One may use the 6-representative sequences [9] for the dist-
ribucional delta functions 6 and P' in the equations of motion and the

adjoint equations.
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7. APPENDIX A: NOTATION

A(x) = cross-sectional area of the barrel
a = inner radius of the barrel
b = vector of design parameters
e = initial distance from the left end of barrel to the

spring support
E = elastic modulus of the barrel
g = gravitational acceleration
I(x) = moment of inertia of the cross-sectional area of the

barrel
k = spring constant
X - total length of the barrel
mp = projectile mass
mt = flash suppressor mass
u - vector of the design variables
V - projectile velocity
x0 - recoil and the counter-recoil acceleration
y = lateral displacement of the barrel

Z0 - Xo(t)+e
a - inclined angle of the barrel axis

11-50

S_ _



2 2)

"*HlAUG, AND HUANG

Aotal variation
6 =variation
6 - Dirac delta function
e - small positive number
ý(t) - popition of thp projectile x-xi
In the following expression, xi1< x < xi+1 and r = x x

"1 - 01lOr 13 +15r 4 _ 61r5, Irl <_I

(-i )r(l - 6r2 + 8r 3 4),

((i xi-i)2

2 r2(1- 31 rl +3r2 -]r13), Irl-<-

W, , Irl > 1

I8. APPENDIX B: VARIATIONS OF THE INITIAL CONDITIONS AND THE

BOUNDARY CONDITIONS

Let denote the total variation of a function. Taking the

variation of Eqs. 4 and 5; one has

6y(x,O) = 0 (15

6k,(x,)) = 0 (R2)
and

6y(Ot) = 0 (H3)

6y'(O,t) - 0 (B4)

6(EIy")(Z-,t) 0 (B5)

0 (B6)
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ABSTRACT:

This paper describes the optimal control of a helicopter
turret control system with external disturbances of known waveform
structure and which has a state variable which is not accessible for
online measurement. Design techniques for dealing with the combined
problem of optimal control, disturbance accommodation, and estimation
of inaccessible state variables are developed. Simulation results
providing comparison between thc performance of the existing turret
and the optimal turret are given.
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I. INTRODUCTION

One of the most difficult problems encountered in the anal-
ysis, design or operation of an engineering system, is the effective
accommodation or rejection of unknown disturbances, often describable
in terms of environmental parameters with unknown values. Typical
examples of distrubances are hull motions and recoil forces encountered
by helicopters, terrain variations experienced by surface moving vehi-
cles, electronic and atmospheric noise experienced by communication
systems, load torque variations experienced by electromechanical
systems, ocean currents experienced by ships, and load fluctuations
encountered by electrical power systems. Almost all disturbances
encountered in the real world are not known before they occur and begin
to cause undesirable effect3 on the performance of a system. Hence the
physical behavior and properties of disturbances, such as their physical
waveforms, magnitudes, phases, times of arrival, duration, directions,
etc., cannot be predicted precisely before they actually occur. How-
ever, whenever a particular type of disturbances is known to exist or
is detected in a particular system or a particular class of systems,
some suitable methods can often be developed to accommodate or counter-
act thesc disturbances.
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An extremely useful and effective disturbance accommodation
method is the method which will provide on-line real-time determination
of the waveform characteristics and properties of a disturbance function
and/or disturbance sequence. This is the waveform mode of di3turbance

S•. accommodation techniques developed by C.D. Johnson (1-5], see also
[6-9]. A large class of physical disturbances exhibit specific wave-
form structures. Some typical examples are steps of unknown magnitudes

S. (w (t) in Figure 1), steps plus ramps (w2 (t) in Figure 1), sinusoids of
uniown amplitudes (w (t) in Figure 1), exponentials of unknown .oeffi-
cients, and. a complicated combination of these disturbanes. From the
engineering point of view, knowledge of the possible waveform structure
of an expected disturbance is rften much more important and useful than
its statistical propertics. Once the waveform structure of a distur-
bance is known and/or anticipated, suitable methods may be developed to

t

I..
W2(tt

w3 (t)

tt

I Figure 1 Disturbance W(t)
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either accommodate or reject it, such as an integral control designed
to accommodate constant off-set and/or constant disturbances [10,11]
and a comb filter designed to remove sinusoidal signals of various
frequencies [12].

In this paper, the optimal design of a helicopter turret
control system is considered. The waveform mode of disturbance accommo-
dation techniques will be used. Furthermore, the helicopter turret
control system contains a sLate variable which is not accessible for
on-line measurement. A Luenberger observer [13-16] will be designed to
provide the estimated values of the inaccessible state variable and
unknown disturbance.

II. SYSTEM DESCRIPTION

The system under investigation is the turret control system
in a helicopter as shown in Figure 2. The turret control system con-
sists of two independent controllers. One controller positions the
turret in azimuth and the other elevates and depresses the gun cradle
and the gun. The two controllers are functionally similar and so only
the elevation channel will be considered [6-9, 17].

Two main disturbances experienced by the turret control
system are the hull vibrations of the helicopter and the recoil forces
due to firing. In [18], it was found that the hull vibrations are
dominated by sinusoids with relatively high frequencies, while the
recoil forces exhibit a typical waveform as shown in Figure 3(a).

The gun turret is essentially an inertial load driven by a
pulse width modulated, split series DC motor, through a compliant gear
box. The existing or "classical" system employs angular position feed-
back aided by velocity feedback to achieve better system performance
(see Figure 2(b)).

A functional block diagram of the elevation channel of the
turret control system under investigation is as shown in Figure 2(b).
The state variables chosen are as shown, where

xl(t) is the gun angular position relative to the hull
(radians),

xz(t) is the gun angular velocity (radians/second),

x3 (t) is the angular velocity of the motor (radians/sccond),

x4 (t) is the motor torque (foot-pounds)

xs(t) is the output of the power amplifier (volts),

x6 (t) is the output of the low level electronics (volts),

xT(t) is the "geared down" shaft angular position (radians),
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x8 (t) is the output of the tachometer feedback loop (volts),
and

w(t) is the disturbance torque (foot-pounds).

With the state variables chosen as shown in Figure 2(b), it
can readily be shown that the turret is described by the following 8-
dimensional vector differential equation

A(t) = Ax(t) + bu(t) + fw(t) x(O) = x (I)

with

u(t) - r(t)--x (t) (2)

where A, b, and f can be determined from known transfer functions, and
r(t) iý. the servo-command input.

III. OPTIMAL TRACKING TURRET WITH INACCESSIBLE STATE VARIABLES
AND DISTURBANCE ACCOMIMODATION

Consider a completely controllable and completely observable
turret control system described by the following general vector differ-
ential equation

k(t) = A x(t) + B u(t) + F w(t) x(O) x (3a)

z (t) = D x(t) , (3b)

y(t) = H x(t) , (3c)

where

weex(t) is an nx-vector of turret state variables,

u (t) is an nu-vector of turret control inputs,

z (t) is an n -vector of turret servo-command inputs
-r z
w(t) is an nw-vector of turret disturbance inputs,

z (t) is an n -vector of turret controlled variables,

y(t) is an n -vector of turret output variables,

A is an x x n constant matrix,x x
B is an n x n constant matrix,

x u
F is an n x n constant matrix,x W
Dx is an nz x nx constant matrix, and
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H is an n x n constant matrix.

The turret servo-command input z r(t) is generated by
r-

j Z(t) = D r(t) , (4a)

±(t) = A r r(t) , (0) 10o (4b)

where

1r (t) is an n -vector of turret command or reference variables
which represent the prescribed values of the turret
controlled vector z (t),--c

r(t) is an nr -vector of reference state variables which form
rr

D is an n x nr constant matrix, andr z r

A is an n x n constant matrix.
r r r

rp aA broad class of realistic command signals, such as steps,
ramps, and more complicated functions, can be generated by (4) by the
proper choice of Dr and A

r r

The turret disturbance input w(t) is generated by

w(t) = Dv(t) , (5a)

4(t) = Av v(t) + a(t) , (Sb)

where

v(t) is the nv-vector of disturbance state variables,

a(t) is the n -vector of impulsive functions which model unknown
initial conditions, discontinuities, etc. of v(t),

D is the n x n constant matrix, and
v w z

A is the nv x n constant matrix.

A broad class of realistic disturbances, such as steps, ramps, sine-
waves, and more complicated functions, can be generated by (5) (see
[5] for an excellent discussion, see also Figure 1).

The design objective is to formulate a control input u(t)
to drive the turret control system, which is operating under the
influence of the disturbance w(t), in such a way that the controlled
vector z (t) will follow the servo-command vector z (t) accurately
in some suitable sense.
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Consider the performance measure

T' TJ ([z(t) -r(t)] Q[z (t) - z r(t)] + u (t) R u(t)}dt , (6)

where Q and R are, respectively, n x n positive-semidefinite and
nfu x nu positive definite weighting mairices.

The optimal control which minimizes (6) is given by [5-7]

u opt(t) = - R1 B TK xx(t)x(t) - R B TK xr(t)r(t) - R1 B TK xv(t)v(t), (7)

where K xx(t), Kxr (t) and K xvt) satisfy the matrix Riccati
equat ions

T -IT T(8-K xx(t) = A K xx(t) + K xx(t)A - K x(t)BR B K xx(t) + DxTQDx , (8)

-IT T (tA DT
-Kr(t) = [A- BR-BTK (t)]TK (t) + K (t)A-DQD (9)
xr xx xr xr r xr

-iT T
-K (t) [A - BR B K (t)] K (t) + K (t)A + K (t)FD , (10)

xv xx xv xv v XX V

with boundary conditions K xx(T) = 0, K xr(T) = 0 and K xv(T) 0.

The implementation of the optimal control, u (t), re-
quires knowledge of the exact values of every componentof the turret
state vector x(t), the turret reference state vector r(t), and the
turret disturbance state vector v(t) at every instant of time
t > 0. In almost all practical sTtuations, however, not all the
turret state variables and disturbances are accessible for on-line
measurement, nor is it economical to measure all the state variables
and disturbances involved. Hence, in practical situations, (7) may be
implemented as*

u opt(t) = -R-1 B Kxx(t) _ RBW K xr(t)r(t)

RT ((t)1

R-B K (t)v(t)

xv.

5 *It is assumed that r(t) is given.
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where x (t) is a subset of x(t) accessible for on-line measurement,

Sx2 (t)^ i• a subset of x(t) inaccessible for on-line measurement,
and x (t) and v(t) are estimates of x2 (t) and v(t),
respeciively. -.

In order to generate the estimates, x2 (t) and v(t) re-
quired by (11), a suitable estimator will be required. An effective
estimator is the Luenberger observer given by [16].

IV. DESIGN OF THE LUENBERGER OBSERVER

To solve the estimation problem associated with the inacces-
sible turret state variables and unknown disturbances, consider the
following augmented state equation obtained by combining (3a) and (Sb),

rl(t) Ai1 A2 2  D21]1x2(t) + B21
1 u(t) + [o0 (t) (12)

U,(t) 0 0 V_ t) jL

where xxI1(t) is an n -vector of the turret state variables accessible
for measurement, Ml) is an n,-vector of inaccessible state vari-
ables (n + n 2 = n,), AI, A.1' A 2A and A22 are partitioned
matrices or appropriate dimensions, anA

A11,, 12'

' • FDv ,A B

D21 B21_

Without loss of generality, the turret output y(t) may be
expressed as

y d(t) = = [1 O = Xl hto (13)

Based on the measurements y(t), we wish to estimate the
unkown values of x and v(t). A suitable Luenberger observer is
given by [16,19],

p(t) +L(t) (14a)

L _(t) 6
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iS(t) -D - [A] Dll1 plt)A, D22. 21 [A 1

A L[A 2  DII (14b)
Av A

with initial condition

F_2 (0)
+(O) - Ly(O) , (14c)

0 0

i ~where x2 (t) and v(t) are the estimates of x.,(t) and v(t),
-: respectively, x2 (0)-and v(0) may be chosen ar~itrary, E(t) is an
t ~ (n^ + n )-vector, and L Ts an (n• + nv) x n1  matrix chosen such

AvD

tha i~t) ~ x(t) and[(t -* v(, "Yfie tly fast.b)

is asymptotically stable, i.e., the eigenvalues of M have negative
real parts. In order to ensure that there exists a matrix L such

i that Nf is asymptotically stable, the matrix pair

A22 a:[ 2] , A1 2  i [A1 2  Dill (16)

wit intalcndto

V(i)

I V

A 22 D-21

-AJ- ~ ~ L[ D .
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must be completely observable, i.e.,

- _T -T --.n-1 T-Trank[A ... A ( = A (17)
12 a 22A12 A2 2 ) 1 21 m

where m A (n2 + n), and rank [.] denotes the rank of [.

V. OPTIMAL DESIGN OF HELICOPTER TURRET CONTROL SYSTEM

Now to develop an optimal controller for the elevation
channel of the helicopter turret control system under investigation,
the state variables are chosen as shown in Figure 2(b), less the
dashed feedback lines, i.e., x8 (t) is not part of the optimal system.
The measured variables are

T TS(t) = x1 (t) = [X1 (t), x2 (t), x3 (t), x4 (t), x5 (t), x6 (t)] (18)

We have two major design objectives, namely, to inske x1 (t) follow the
command input zr (t) as closely as possible and to keep the system
operating in the linear region (see below). In order t, meet these
objectives, we use a performance measure as follows

J = {qll[xl(t) - Zr(t)]2 + q5 Sx2(t) + r (t)}dt (19)
0

where q, q,,, and r,, are positive constants. The first term in
(19) is 11signed to reguI~te the error [x 1 (t) - zr (t)] between the
desired angular position z (t) and the actual angular position
x (t), the second term to restrict large amplifier output voltage
x (t), and the third term to regulate the control input u(t). There
is no optimal choice for q11, q and rll, so these relative
values must be determined by trial and error. The inclusion of the
second term in the performance measure is motivated by the fact that
the maximum value of x5 (t) is limited to + 40 volts (saturation
nonlinearity).

For the elevation channel under investigation, the state
variable x7 (t) and the disturbance w(t) = D v(t) are not accessible
for on-line measurement. Hence v

M2 (t) = [x7 (t)] (20)

Using Eq. (11), the optimal contol ut(t) in the present
case is given by
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1(I T KrIbTKxr(t) rb K v(t) (21)opt 11) x 11- xr-_ - XV-

-12 (t)-

where K , K , and K are constant matrices and are the steady
"state valdes ofr K (t), Xýx_(t), and K (t) given by (8), (9) arid
(10) respectively. XXThe dimension of Kxxin the present case is
7 x 7, whereas those of K and K are 7 x nr and 7 x n
respectively, depending on fe type 6Y servo-command input z_(Y) and
the waveform structure of the disturbance w(t); for example, for step
commands and disturbances, n = n = 1, while for step-plus-ramp
commands and disturbances and for Yinuso'idal commands and disturbances,
n =n =2.

r v

VT. NUMERICAL STUDIES

Numerical studies of the response of the elevation channel
of the optimal helicopter turret control system with disturbance
accommodation are carried out by assigning numerical values to q
qsgmand r. as q.. = SO,000, q s0.001, and r 1.0. The servo-
co mand i ut isA ssumed to be5 step command given by

z (t) = r(t) = r radiansr u

which corresponds to A = 0 and D r 1 in (4).
r r

Two cases of disturbances are considered and are described
below.

Case 1

-i In this case, the actual disturbance w(t) is generated by

(1800 cos (16nt) , for all 0 < t < 0.25 , (22a)

w(t)

1800 cos (16nt) + 5000 e 40(tt i)sin[327(t-td)]

for t. < t < t

and t. i x 0.125 + 0.25

i =0, 1,..., 9 (22b)
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Equation (22a) simulates the hull disturbance torque of amplitude 1800
foot-pounds and frequency 8 Hz, while (22b) simulates the combined
disturbance torque produced by the hull vibrations and the recoil
force during the firing period (ct.+ - t.). The second term in (22b)
simulates the disturbance torque laused 5y the recoil force of firing
and is plotted as shown in Figure 3(a) for t. < t < t. . It was found
that the disturbance waveform shown in Figure 3(a) corresponds to many
recoil forces produced by various firing configurations. A l0-3hot
burst for a 480-round per minute experiment is simulated. The combined
disturbance torque w(t) is as shown in Figure 3(b). Note that the
first round of burst starts at t = 0.25 second.

In implementing the Luenberger observer given by (14) to
produce the required estimates x7 (t) and ý(t), the A and D matrices

7 v vin (5) are taken as

v 0 v

A82, Dv = [1 0] , (23)

(27 x 8)2 0

so that w(t) given by (22) before firing and during firing is approxi-
mated as a sinusoid with unknow amplitudes but with known frequency
f = 8 Hz, i.e., w(t) = W sin(16nt) where W is unknown.

Let the eigenvalues of the Luenberger observer given by (14),
i6 e. the eigenvalues of M given by (15), be chosen as X. = -50,
Xe-50 + j50, and Xo = -50 - j50. A suitable M (non-unique) is
given by

-ý50.0 0.0 00

= L 0.0 -100.0 1.0

0.0 -5000.0 0.0-

The corresponding L matrix is determined as (non-unique)

-0.0 0.0 -1.92 x 10-5 0.0 0.0 0.0-

L = 0.0 1.60 x 10' 1.92 x 10 0.0 0.0 0.0

L0. 0  4.00 x 104 4.80 x 102 0.0 0.0 0.C1
With such a choice of L, the estimated disturbance torque w(t) = v (t)
is as given in Figure 3(b). The estimation errors are small so th~t
the approximation given by (23) is acceptable.

The performance of the optimal turret with disturbance
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accommodation and the existing turret is compared. The step response
for x,(t) with z (t) - 0.0 radian is as given in Figure 4. The error
of fi ing for each round is approximately 1.2 milliradians for the
optimai turret and 8.5 milliradians for the existing turret. Hence
the tracking accuracy of the optimal turret control system with distur-
bance accommodation is more than 7 times better than that of the
existing turret designed under the classical design techniques.

Case 2

In this case, the experimental data of the disturbance w(t)
is provided by Mr. T. Hutchings of [18]. This data represents the com-
bined disturbance producvd by the hu'l vibrations and the recoil force
caused by a 20-round burst for a 669,.rouiid per ,ninute experiment.

In implementing the Luenberger observer given by (14), the
A and D matrices are taken as A - 0 and D = 1. This means that
wYt) = vYt) is assumed to be a randomn step fVnction of unknown ampli-
tudes. This assumption turns out to be quite satisfactory.

S-----CLASSICAL CONTROL SYSTEM1XI(t) •'L -*-OPTIMAL CONTROL WIfH
.U DISTURBANCE ACCOMMODATION

''

C3

0.0 .0. f

Figure 4 Response of xl(t) During Firing
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The elgenvalues for t~e Luenberger observer given by (14)
are chosen as X I -50 and X,2 - -100. A suitable M (non-unique)
is given by

X- 0 0

Mj L2 : -1:01

The corresponding L matrix is determined as (non-unique)

[.0 0.0 -1.92 x 10"S 0.0 0.0 0.01
.0 1.60 x 10 1.92 x 10 0.0 0.0 0.oJ

The performance of the optimal and existing turrets is
compared with a servo-command input of z (t) = 0.2 radian. The re-
sponse of the optimal turret with disturbince accommodation is found to
be much faster with little overshoot than that of the existing turret.
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The problem of elastic behavior of a thick-walled tube
whose internal surface is loaded by a band of transient normal
pressure is investigated by the method of characteristics. It is
demonstrated that the method is well-suited to this type of transient
problem. The technique leads to finite-difference evaluation of
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The problem of elastodynamics of thick-walled tubes has
received only limited attention by investigators in the area of solid
mpchanics, primarily because of the severe mathematical difficulties
associated with three-dimensional elasticity. Exactly a century ago,
L. Pochhammer gave the solution for flexural and extensional vibrations
and waves in an infinitely long solid circular cylinder. Several
Surveys indicate advancements made during the period between
Pochhammer's work and 1960 [1], [2].

In 1965 C.K. Liu and C.H. Chang [3] presented the solution

of the problem of an infinitely long hollow elastic tube subject to
internal axisymmetric blast together with a sudden change of tempera-
ture. C.K. Liu and T.N. Lee later considered the dynamic response of
an infinitely long elastic cylinder subject to asymmetric pressure on
its lateral surface [4]. The solution for radial and circumferential
displacements was presented in terms of Bessel functions of the first
kind with the order depending on the manner in which pressure is
distributed around the circumference.

In 1971 J. Zemanek [5] applied digital computer techniques to
the solution of the Pochhammer equation and carried out experiments
on aluminum cylinders. Zemanek also presented an analysis of displace-
ments in a cylinder of semi-infinite length. In 1972 R. Kumar and
R.W.B. Stephens [6] presented a parametric study which indicated the
effect of wall thickness on flexural wave effects in thick tubes.
Also in 1972 A.S.D. Wang and A. Ertepinar [7] investigated vibrations
of very thick-walled tubes subject to normal pressure. Their results
even apply to neo-Hookean materials. A recent investigation by J.L.
Rose, S.C. Chou, and P.C. Chou [8] of wave propagation effects in
hollow spheres and cylinders yielded information pertinent to the
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number of wave reflections off the inner and outer surfaces for
various wall thicknesses. Fundamental frequencies of thick tubes were
presented in a form useful to a designer.

All of the above treatments pertain to elastodynamics of
straight thick-walled tubes. To the best of the knowledge of the
present authors no analytical solution for transient effects in
initially curvod thick-walled tubes has ever been presented. However,
a finite element approach to the problem of travelling ballistic
pressures in a slightly curved gun tube (the curvature arising from the
dead weight of the system) has been presented by T.E. Simkins, G.
Pflegl, and R. Scanlon [9] and later refined by T.E. Simkins [10].

Computational methods available for the solution of two- and
three-dimensional wave propagation problems in elastic solids include
(a) complex variables, (b) artificial viscosity concepts coupled with
finite differences, (c) the ray method, and (d) the method of charac-
teristics. The complex variable approach is based upon integral
transform techniques and is limited to relatively simple configurations.
In (b), the basic differential equations are replaced by their finite
difference analogs and the resulting algebraic equations solved step-
wise with respect to time. This approach usually leads to excessive
amounts of digital computer effort. The ray method was originally
developed by B. van der Pol and H. Bremmer [11] to investigate the
propagation of radio waves around the earth. It was extended to the
case of pulses in a layered, elastic solid by Y.H. Pao and R. Gajewski
[12] as well as pulses in a thick-walled sphere by Y.H. Pao and A.N.
Ceranoglu [13] in 1978.

The ultimate objective of the present investigation is to
present a new approach to the elastodynamics of thick-walled tubes
having slight initial curvature and subject to transient internal
pressures. The method of characteristics promises to be the most
accurate and least demanding of computer time and will be used to
accomplish this objective. The method will be outlined in the follow-
ing section.

The Method of Characteristics

Wave propagation problems are essentially initial value
* problems that have an unsteady state or transient nature. Propagation

of stresses and displacements in elastic systems, propagation ofI pressure waves in a fluid, propagation of heat and many other
phenomena are examples of such transient systems. Governing
differential equations for such systems are either parabolic or
hyperbolic.

Let us consider the second-order equation

auxx + buxy + cuyy =f (1)
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where a, b, c, and f are functions uf x, y, u, u., and ux. Assume
that the solution for u and v is known from the fnitial •tate on some
curve r. At any point P on this curve we know the values of u and v
as well as their directional derivatives. We seek the conditions under.which a knowledge of u, uX, and u on r serves to determine Uxx, Ux ,
and u uniquely so that (1) is stisfied. If these derivatives exfst
we mus have

d(ux) = Uxxdx + uxydy (2)

d(uy) = udx + uyydy

The solution for Uxx, UxV, and u exists and is unique
unless the determinant of the coefficient Utrix vanishes, i.e.

a(dy) 2 - b(dx)(dy) + c(dx) 2 = 0 (3)

This is the characteristic equation, which is a quadratic in dy/dx.
Equation (1)'is hyperbolic if b - 4ac > 0, parabolic if b2 - 4ac = 0,
and elliptic if bý - 4ac < 0. The directions specified by (3) are
called characteristic directions. In the case of a hyperbolic
equation these are two real characteristic curves. The higher order
derivatives are indeterminate along these curves and thus these curves
provide paths for propagation of discontinuities. This feature is of
particular value in shock wave investigations.

The character'stics are essentially the natural coordinates
of the system. The attractive feature of the use of characteristics
is that, by an appropriate choice of coordinates, the original system
of hyperbolic equations can be replaced by a system whose coordinates
are the characteristics. When (3) holds there is no solution at all
unless the other determinants of the system also vanish, so as one
possibility we may have

[a f
dx d(u) 0 0 (4)

d(uy) dy

or
ad(ux)dy - fdxdy + cdxd(uy) = 0 (5)

Let us divide (5) by dx and identify the characteristics as dy = cdx,
dy = Odx. Then (5) becomes, respectively

aad(ux) + cd(uy) - f(dy) = 0X y (6)
asd(ux) + cd(uy) - f(dy) = 0

Equations (6) specify conditions which the solutions must satisfy along
the characteristics. The desired solution is obtained by solution of
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(3) and (6) in a step-by-step numerical integration along the
"characteristics. This process simultaneously constructs the charac-
teristic grid and the solution of the equation (1) at the grid points.

There has been extensive engineering usage of the method of
characteristics in many fields concerned with problems involving two
"independent variables. One of the earliest of these is due to L.
Prandtl and A. Busemann (1929) in application to compressible flow
problems. The 1947 text of H.W. Liepmann and A.E. Puckett [14] gives
many applications of the technique to problems involving flows along
curved walls, nozzle design, and others.

Application of characteristics to solid mechanics problems
fo'lowed somewhat later. Perhaps the first use is due to R.W. Leonard
and B. Budiansky [15] who investigated a Timoshenko beam in 1954. In
1958 W.E. Jahsman [16] derived characteristic equations for circular
sheets and plates under very general loading conditions at an inner
hole. He obtained the relations between stresses and displacements
Lt the wave fronts due to abrupt step-function type inputs. H.G.
Hopkins [17] formulated the characteristic equations for spherical
elastic and plastic waves, including shock waves in the plastic
region, but did not carry out the solution for any specific problem.
More recently, P..'. Chou and H.A. Koenig [18] applied characteristics
to investigate the propagation of cylindrical and spherical dilata-
tional waves in elastic media. Examples pertinent to sheets and
spheres subject to step-function loadings indicated excellent agreement
with existing solutions. S.C. Chou and R. Greif [19] applied
characteristics to investigate transient elastic stresses in cylindri-
cal and spherical bodies subject to radially symmetric transient
normal pressure at a boundary for the case of multilayered media
having different elastic characteristics in each layer. Later, these
same authors [20] considered the trinsient response of an anisotropic
thick-walled cylinder to axially symmetric time-dependent pressure
at an internal or external surface.

The application of characteristics to two-dimensional elasto-
dynamics problems has also been discussed by P.C. Chou and P.F. Gordon
[21] and M. Ziv. Ziv was particularly concerned with (a) a circular
cylindrical cavity in an infinite elastic solid subjected to a uniform
radial load applied to the cavity wall [22], and (b) a line load
suddently applied to a half-space [23].

One of the most attractive methods for numerical solution of
hyperbolic systsms of partial differential equations in three indepen-
dent variables is due to D.S. Butler [24]. Bicharateristic relations
for three-variable problems are weaker than the corresponding charac-
teristic relations for two-variable problems because they imply deriva-
tives in two directions instead of only one. Butler, however, derived
an approach based upon a linear combination of relations among bi-
characteristics through a point to yield two independent relations
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involving only derivatives in the bicharacteristic directions at that
point. These directions, together with that corresponding to still
another curve through the point (with form fixed by the bicharacteris-
tic conditions) permit step-by-step numerical solution of the hyper-
bolic system involving three independent variables. Butler offered
an example involving steady supersonic flow over a delta-shaped body.

An application of the Butler technique is due to P.F.
Sabodash and R.A. Cherednichenko [25]. These investigators examined
a general class of axially symmetric dynamic problems of elasticity by
transforming the equations of axially symmetric motions of a three-
dimensional elastic solid to a larger system of first order equations
by introducing additional dependent variables. A characteristic
surface of the system was obtained, and the bicharacteristics
determined. A difference method (together with a digital computer)
was employed to integrate along each of the bicharacteristics for the
particular problem of a semi-infinite solid cylindrical rod, the end
points of which are given an initial axial velocity.

In 1973 Y. Beyd [26] applied the Butler technique of inte-
grating along bicharacteristic lines to investigate the problem of
two-dimensional elasto-plastic wave propagation in a nonharding media.
In that same year G.A. Bykovtsev, N.D. Verveyko, and N.M. Zinovyev
[27] considered the problem of a stepped load applied at supersonic
speed to an elasto-viscoplastic half space and treated the hyperbolic
system of equations having five characteristics to obtain all
information pertinent to shear and pressure waves. Numerical integra-
tion along bicharacteristics was carried out on a computer.

Formulation of Problem

The problem under conside-ation represents a first approach
to the gun tube problem. We are considering a thick-walled elastic
tube having an initially straight geometric axis, with the tube being
of semi-infinite length, Let us introduce a coordinate system at the
end of the tube such that a radial coordinate is designated by r, the
coordinate along the tube axis by z, the inner radius of the tube by
Ri and the outer by Ro. The loading consists of a Heaviside unit step
function which describes the axisytmetrically applied radial loading
applied at t = 0 at Ri, with the loading extending over the finite
axial band designated by z = zl and z = z2 . The stress distribution
and payticle velocities are sought for the entire hollow tube. The
dynamically applied load gives rise to waves originating from the
inner boundary and later being reflected from both the outer circular
boundary R as well as the flat end z = 0. The tube is taken to be
of semi-infinite length at this stage of the investigation to avoid
the mathematical complication of waves being reflected from the remote
end of a finite length tube. However, this problem will of course be
attacked after solution of the semi-infinite length tube has been
completed.
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The time-dependent normal stress components are designated by
"Urr, 0 0 and Ozz in the radial, circumferential, and axial directions,
respectively. The shear stress component is denoted by Orz. Further,
Ur and Uz denote particle velocities in the radial and axial
directions respectively. Lastly, X and it denote Lame's constants for
the material, and p is the mass density of the material. The equations
describing elastic motion of the thick-walled tube are

afrr+ arz + a) aUr (7)
3r rz r-

rz + =zz 2 r" (8)
ar 5z r a

The constitutive equations for a linear elastic, homogeneous,
isotropic material are

9arr +Ur + au zU- (X + 2 )--) (9)
at 2air~ r( -+a

aazz 3U Ur r)

at (X + 2p) -z- + X(r- + ar (10)

06 - (>X + 2,)!- + •(I- + IN (11)
at r ar az

"itz- = (d-1- + a--) (12)
at 3rar

The dependent variables (particle velocities, stresses, etc)
corresponding to a material particle at the point (r,z,t) are evaluated
by consideration of the bicharacteristic curves which are the
integration paths corresponding to a plane r = constant as well as an
orthogonal plane corresponding to z = constant. These plane inter-
sect along the time axis. Various straight lines in these planes
characterize the formulation of the characteristics. For example, in
the z = constant plane along dr = dT the characteristics formul'ation
is:

SB~Uz +Ur) 'arz + "O0 - crrd (3

dcyr -dUr rrCL dT (13)
Sd~rr -dr = a(-z- +r- az r

Comparable descriptions exist along dr = -d', dr = gdT, etc where a
and 0 are functions of the lame constants. Similarly in the plane
r constant along dz = dT we have

aUr Ur or ar
dazz - dUz = {t(•--+ •-) •rz - T (14)z r r a r

0
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Likewise, along dr = dz 0 we have, for example:

durz 2 (-- + !Ur ')d- (15)

dorz = r a
There are fourteen such relations but no more will be given here for
the sake of brevity.

The relations (13), (14), (15) and their other eleven
counterparts must be modified slightly to account for the effect of
waves across which discontinuities occur in the dependent variables.
For example, (13) becomes

[U]
d[crr] - d[Ur] {a([Uz;z] +-r r .[rz;z]

+ [ rje] [arr]}dT (16)r

which characterizes impulsive reflected spherical waves. Likewise
other equations characterize cylindrical waves which approach the
free surface. Equation (16) as well as its counterparts may bc readily
expressed in finite difference form. Stresses and particle velocities
are obtainable by direct step-by-step integration along appropriate
bicharacteristic curves. Numerical work on this aspect of the problem
is now in progress.

References

1. Abramson, H.N., Plass, H.J., and Ripperger, E.A., "Stress Wave
Propagation in Rods and Beams," Advances in Applied Mechanics.
Vol. 5, Academic Press, 1958, pp. 111-194.

2. Miklowitz, J., "Pecent Developments in Elastic Wave Propagation,"
Applied Mechanics Reviews, Vol. 13, 1960, pp. 864-878.

3. Liu, C.K., and Change, C.H., "Thermal and Dynamic Response of an
Infinite Hollow Cylinder," Developments in Theoretical and
Applied Mechanics, Vol. 2, Pergamon Press, 1965, pp. 487-501.

4. Liu, C.K., and Lee, T.N., "Dynamic Response of an Infinite
Cylinder to Asymmetric Pressure on its Lateral Surface," Develop-
ments in Theoretical and Applied Mechanics, Vol. 3, 1967,
Pergamon Press, pp. 447-464.

5. Zemanek, J., "An Experimental and Theoretical Investigation of
Elastic Wave Propagatinn in a Cylinder," Journal of the Acoustical
Society of America, Vol. 51, No. 1, Part 7,-1972, pp. 265-283.

6. Kumar, R., and Stephens, R.W.B., "Dispersion of Flexural Waves in
Circular Cylindrical Shells," Proceedings of the Royal Society of

11-76

..4 . .



*NASH AND STOCKTON

London, Series A, Vol. 329, 1972, pp. 283-297.

7. Wang, A.S.D., and Ertepinar, A., "Stability and Vibrations of
Elastic Thick-Walled Cylindrical and Spherical Shells Subject to
Pressure," International Journal of Non-Linear Mechanics, Vol. 7,
No. 5, 1972, pp. 539-556.

8. Rose, J.L., Chou, S.C., and Chou, P.C., "Vibration Analysis of
Thick-Walled Spheres and Cylinders," Journal of the Acoustical
Society of America, Vol. 53, No. 3, 1973, pp. 771-776.

9. Simkins, T., Pflegl, G., and Scanlon, R., "Dynamic Response of the
M113 Gun Tube to Travelling Ballistic Pressure and Data Smoothing
as Applied to XM150 Acceleration Data," Watervliet Arsenal,
Report WVT-TR-75015, April 1975.

10. Simkins, T.E., "Structural Response to Moving Projectile Mass by
the Finite Element Method," Watervliet Arsenal, Report WVT-TR-
75044, July 1975.

11. Van der Pol, B., and Bremmer, H., "The Propagation of Radio
Waves Over a Finitely Conducting Spherical Earth," Philosophical
Magazine, Vol. 25, p. 817, 1938.

12. Pao, Y.H., and Gajewski, R., "The Generalized Ray Theory and
Transient Elastic Waves in Layered Media," Physical Acoustics,
Vol. 13, ed. by W. Mason and R. Thurston, Academic Press, 1977,
pp. 183-265.

13. Pao, Y.H. and Ceranoglu, A.N., "Determination of Transient
Responses of a Thick-Walled Spherical Shell by the Ray Theory,"
Journal of Applied Mechanics, Transactions of the ASME, Vol. 45,
March 1978, pp. 114-122.

14. Liepmann, H.W., and Puckett, A.E., Introduction to Aerodynamics of
a Compressible Fluid, John Wiley & Sons, 1947.

15. Leonard, R.W. and Budiansky, B., "On Travelling Waves in Beams,"
NACA Report 1173, 1954.

16. Jahsman, W.E., "Propagation of Abrupt Circular Wave Fronts in
Elastic Sheets and Plates," Proceedings of the Third National
Congress of Applied Mechanics, p. 195-202, 1958.

17. Hopkins, H.G., "Dynamic Expansion of Spherical Cavities in Metals,"
Progress in Solid Mechanics, Vol. I, North-Holland Publishing
Co., Amsterdam, 1960.

18. Chou, P.C., and Koenig, H.A., "A Unified Approach to Cylindrical
and Spherical Elastic Waves by Method of Characteristics,"

11-77



*NASH AND STOCKTON

Journal of Applied Mechanics, March 1966, pp. 159-167.

19. Chou, S.C., and Grief, R., "Numerical Soiution of Stress Waves In
Layered Media," AIAA Journal, pp. 1067-1074, Vol. 6, No. 6, 1968.

20. Grief, R., and Chou, S.C., "The Propagation of Radially Symmetric
Stress Waves in Anisotropic Nonhomogeneous Elastic Media," Journal
of Applied Mechanics, March 1971, pp. 51-57.

21. Chou, P.C., and Gordon, P.F., "Radial Propagation of Axial Shear
Waves 'in Nonhomogeneous Elastic Media," Journal of the AcousticalSociety of America, Vol. 42, No. 1, pp. 36-41, July1I967.

22. Ziv, M., "Two-Spatial Dimensional Elastic Wave Propagation by the
Theory of Characteristics," International Journal of Solids and
Structures, Vol. 5, No. 10, 1969, pp. 1135-1152.

23. Ziv, M., "The Decay of Leading Elastic Waves by the Theory of
Characteristics," International Journal of Engineering Science,
Vol. 8, 1960, pp. 483-497.

24. Butler, D.S., "The Numerical Solution of Hyperbolic Systems of
Partial Differential Equations in Three Independent Variables,"
Proceedings of the Royal Society of London, Series A, Vol. 255,
N 281, pp. 232-252, 1960.

25. Sabodash, P.F., and Cherednichenko, R.A., "Application of the
Method of Spatial Characteristics to the Solution of Axially
Symmetric Problems Relating to the Propagation of Elastic Waves,"
Zhurnal Prikladnoi Mekhaniki i Tekhnicheskoi Fiziki, No. 4, 1971,
pp. 101-109 (in Russian). Available in English as Journal of
Applied Mechanics and Engineering Physics, Plenum Press, 1972,
pp. 571-577.

26. Beyd, Y., "Two-Dimensional Elastic-Ductile Plastic Waves,"
Propagation of Elastic and Elastoplastic Waves-Materials of the
ftiVATI-Union Symposium (in Russian). Available in English as
FTD-MT-24-1152-75, pp. 204-218.

27. Bykovstev, G.I., Verveyko, N.D., and Zinovyev, N.M., "Application
of the Method of Characteristics to the Solution of the Problem of
the Motion of a Stepped Load," Propagation of Elastic and Elasto-
plastic Waves-Materials of the Vth All-Union Symposium, (in
Russian). Available in English as FTD-MT-24-1152-75, pp. 219-250.

11-78



*NASH AND STOCKTON

"li ~~~Ac k nowl Pdgemnent

This investigation is sponsored by the U.S. Army Research
Office under Grant DMAG29-77-G-0095. The authors express their thanks
for this support.

11-79

-A-is



1h•.

WU

TITLE: Gun Dynamic Analysis by the Use of Unconstrained,
Adjoint Variational Fo-mulations
JULIAN .1. WU
U.S. Army Armament Research and Development Command
Benet Weapons Laboratory
WAtervliet Arsenal, Watervliet, NY 12189

ABSTRACf:

This paper is concerned with the establishment of a basis of
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Euler-Bernoulli beam at the present time. However, the effects due to
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1. INTRODUCTION

The purpose of this paper is to introduce an efficient meLhod,
which is quite general and easy to use, to the solution of the dynamic
problems of gun system.

The basic concept of unconstrained, adjoint variational
formulation for linear problems was described in an earlier paper [1].
It's advantage over constrained methods in obtaining approximate
solutions has been demonstrated for both conservative (self-adjoint)
and unconservative (nonself-adjoint) problems (2]. In comparison with
Galerkin procedure, the unconstrained, adjoint variational formulation
has further advantage in the freedom of selecting shape functions which
have less requirement on differintiability and which Mre not required
to satisfy any of the end conditions. The same concept was extended
to solution formulation of initial value problems [3]. In view of the
generality of this approach and its easy adaptability to finite element
discretizations, it appears to be quite attractive in i;etking solutions
to the complicated problems associated with the dynamics of gun systems.

In this paper, the motion of a gun barrel (tube) it consider-
ed together with a moving projectile, pressure due the charge detou&a-
tion, recoil force and various support conditions. Tha differential
equation originally derived by Simkins (4] is described in Section 2.
For the convenience of solution formulations and later parametric
studies, the equation is nondimensionalized and the dimensionless
parameters are giver. in Section 3. The unconstrained, adjoint varia-
tional statement together with a very general set of support and Initial
conditions are given in Sectiun 4. With solutions in the form of
finite element approximations, the matrix equation is obtained formally
in Section 5. The specific form of the displacement functions is
discussed in Sections 6.
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2. GOVERNOIG EQUATIONS

Let us begin with the basic form of the equation of an Euler-
Bernoulli beam,

(Ely")" * -q~xtyy', .... ) (2-1)

where q - y(x,t) is the lateral displacement of the beam from its
undeformed position (assumed to be a straight line) as a function of the
spatial coordinate x (measured from the breech end of the gin tube) and
the time t (Figure 1). The letter E and I denote the modulus of elas-
ticity of the beam material and the second moment of the cross-section
respectively. We shall adapt the notation that a prime (') denotes
differentation with respect to x; and a dot (.), differentation with
respect to t. The function q on the right hand side of Eq. (2-1)
represent the sum of various lateral distributed load, or the equiv-
"alents, acting on the beam. Depending the precise form of q, Eq. (2-1)
can be much more general than the Euler-Bernoulli beam problem usually
encountered as it will he shown in the sequel.

Let us consider

N
q(x,t,y,y',.) - qi(x,t~y,y',....) (2-2)

1=1

In the following, we shall take N = 5 and discuss each qi, i=l,2,...,N
to be included in this analysis.

i. Contribution due to tube inertia.

ql = pAy(x,t) (2-3)

where p is the density of the tube material and A, the cross-sectional
area.

ii. Contribution due to cur-ature-and-pressure induced load.

S2= P(x,t) y"(x,t) H(x-x) (2-4)

with

P(x,t) - 7rR 2(x)p(t) (2-5)

where R(x) is the tube inner radius, pit), the travelling pressure,
H(x), the Heaviside step function and 7 P x(t) is the location of the
moving projectile. This expression for q. was first derived byS~Simkins [4].

CI-
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FIGURE 1. A Schematic Drawing of the Problem Configuration.
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iii. Contribution due to the moving mass of a projectile.

q3 . + [1,, + i+, + y i (i-x) (2-6)

where m" is the projectile mass and 1, the tube length; i(x) is the
Dirac-dblta function.

iv. Contribution due to gravitational on the tube and on the

projectile.

4 gpAcosm + (g --I cosQ)6(x-x) (2-7)

where g is the gravitational acceleration and a the elevation angle
(Figure 1).

v. Contribution due to axial force P(x,t).

q= [P(x,t)y']' • P,(x,t)y'(x,t) + P(x,t)y"(x,t) (2-8)

with

P(x,t) [-P(O,t) + gsinaf pAdx] -r (2-9)
0 f pAdx

0
"where P(O,t) = 'nR2 (O)p(t) from Eq. (2-5) and is the recoil force at the
breech end. The second term in the brackets of Eq. (2-9) is the axial
gravitational load of the tube due to the elevation angle a.

With loading included above, Eq. (2-1) can be written in

more specific form:

(Ely"),, + EP(x~t)yl'l + PO~

S- P(x,t)y"(x,t)H(i-x)

[x2y" + 2xy' + xy' + l )6(x-x)

mP " 2 ]---X

- (g a cosc)6(x-x) - gpA cosa (2-10)

3. NONDIMENSIONUL EQUATIONS AND PARAMETERS

It will be convenient to use nondimensional equations and
variables both for the maniputation of the equation and for parametric
studies. To this end, one introduces these dimensionless variables

y* X y/k, x* - x/,, t* t/c (3-1)
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where c is a constant to be defined in Eq. (3-3) and it has the same
physical dimension as the real time t. Substitute Eqs. (3-1) into
(2-10) and multiply both sides of the equation (2-10) by Z /E010, where
EoIo are the E, I at some reference cross-section. One obtains

[ •.I y,,,], + [ P~xt)2 y,] + Ao. y*
Eolo Eu1 0oE0 10  00

- PCxt)t 2 y*k H~x*-x*)
E0o 0

-poA-oo[*2 + 2x*y' + x*y*' + y*].(x*-x*)

gCx2ymoocosa);(i*.x*) Cosa (3-2)

It should be noted that the prime (') and the dot (*) now refer to
differentiations with respect to x* and t*, respectively. The constant
c has been defined by

c PA°. (3-3)Eolo

Also define the following dimensionless functions end parameters

a(x) -Ex)I~x) . a'(x*)

b(x) = P-x)A~x) = b*(x*)
p0 A0

L12

PIT

P*(x*,t*) - P(xt)Z2 - IR*2 (x*)p*(t*) (3-4)

(x*,t*) EB0 10 (-4

R*(x*) - !.L, p*(t*) - Pt)
2. Eoi0

P*(x*,t*) - P(x,t)Z 
2

B0 0~1 J~'.l.b* (x*)dx*

[-P*(O,t*) + g* sinaf b*(x*)dx*] x
0 f08b*5(x*)dx*
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In terms of Eqs. (3-4), one can write Eq. (3-2) as

a [P*(x*,t*)y*']' + b*(x*)*

- - P*(x*,t*)y*" H(i*-x*)

-mp~[i*Sy*tt +. 2i.*y*l +. i *y~ *;i-

- (g*m,*cosa)3(i*,-x*) - g*b*(x*)cosc (3-S)

Since all the quantities in the equation are associated with an
asterisk (*), except a, which is already dimensionless and thus need
not to change, we shall drop all the asterisks all together for the
sake of simplicity and with the understanding that they are actually
those quantities with asterisks defined in Eqs. (3-1) and (3-4).
Thus, Eq. (3-5) becomes

[a~x)y"]" + [P(x,t)y']' + b(x)y

-P(x,t)y" H(i-x)

- mp[ 2y,, + 2•,. * + x yJc(-x)

- (gm cosa)O(i-x) - gb(x) cosc, (3-60)

with
1 fxb(x)dx

P(x,t) = [- P(O,t) + g sinaf b(x)dx] -(3-6b)
0 ob(x)dx

P(x,t) - wR2 Cx)p(t) (3-6c)

It should be reemphasized that in Eqs. (3-6), all the quantities are
those with asterisks defined in Eqs. (3-.) and (3-4).

Eqs. (3-6) will be used in the further study of the general
case. For our present solution formulations and computations. We
shall further assume that (1) the tube is uniform in cross-sectional
propzrties, (2) the travelling pressure is constant in time, and,
(3) the projectile moves in constant acceleration. Thus, one has

C
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a(x) = b(x) 1 1, R(x) * R = constant

p(t) * p * constant

P(xt) n nrRlp - PF* constant (3-7)

P(x,t) - [-P + g sinai (l-x)
-. *-- x = 8 * constant, x 0 tt, 2 * t

2
where B denotes the acceleration of the projectile. With Eqs. (3-7),
one can rewrite Eqs. (3-6) as

Y" + - + g sinc)[(l-x)y,], +

= - Py" H(C-x)

- m[B 2 t 2 y'' + 20tý' + By' + Y]6(x-x)

- (gin cosa)Z(x-x) - g cosa (3-8a)

with

P - rrR2p (3-8b)

In Eqs. (3-8) the subscript p for the projectile mass mp is dropped
for simplicity.

4. VARIATIONAL PRINCIPLE AND END CONDITIONS

A variational principle which is equivalent to our pertinent
differential equation and boundary and initial conditions will be given
in this section. It will also be used as the basis for finite element
solutions. The procedure to arrive at such a variational statement is
the usual integration-by-parts in the directicn of reducing the higher
ordered terms in the given differential equation. It will suffice to
state such a variational principle and to show that it meets the
requirements desired. Hence, let us consider the adjoint variational
statement

61 , 0 (4-1a)

with
11 2

I * Ii(y,y*) - • J,(y*) (4-1b)
iul Jul

1I
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and
Ti1

11-f f Y"y*"dxdt
0 0

Ti1
I-(P -g sinct)f f (I-x)yty*ldxdt

0 0

TI1

13 -f f j*dxdt
0 0

T I
1 4 - pf f yIy*f H~x--x)dxdt

0 0

..T 1
* Pf f y a*(A..x)dxdt

0 0

Ti1

I6 -Mf f O'''*ýixdd
0 0

Ti1
17 3 x- 2tyy~cx)dxdt (4-ic)

0 0

T I
1 8 =2m~f f titY*SCx-x)dxdt

0 0

T I
19-mf f ysy*6Cx-.x)dxdt

0 0

Til..
110o mf f Yy 6xx)dxdt

0 0

Ti1

Ii M f f ýY*6(x-x)dxdt
0 0

Ti1
S1 coscif f yr*dxd

0 0

T I
J2) gmi cosci f yr*6 (;-x) dxct

00
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In Eqs. (4-1), y* - y*(x,t) denotes the adjoint field variable. All
other quantities have been defined in the previous section. In as far
as the problem is linear, one only needs one-half of the variational
statement (4-1a). Consider that the original field variable y is fixed
while varying the adjoint variable y*. One then has

11 2
61 - (61)y = 1 (61i) - 1 (61~ (4-2)

Si=l y j=4

where (6Ii) is defined by Eqs. (4-1c) where y* is replaced by 6 y*.
Through intggration-by-parts, Eq. (4-2) can be written as

T 1f f {y'"' f+ (- P + g sinc) [(l-x)y'l]' + y + Py" H(x-x)

+ m[02t2y" + 2?ty' + ay' + y]6(x-x)

+ g cosa + (mg cosa)6(x-x)}6y*dxdt

T
+ f {y"I•y*' - [y"' + (- P + g cosa) (l-x)y'

0

+ Py' H(i-x) + ma2y'•(j-x)]6y*) dt
x=O

1 t=T
- f {[i + my6(x-x)]6y*} dx = 0 (4-3)

0 t=O

Since 6y* is quite independent of y and it is also quite arbitrary,
Zq. (4-3) leads to the original partial differential equation (3-8a)
and the following "intrinsic" end conditions (see Ref. [1 ]):

y"(0,t) = 0 (4-4a)

y"(l,t) - 0 (4-4b)

y" (O,t) + + - P ÷ g cosa)y'(O,t) + PY'(O,t)H(I atZ)
2

+ ÷ Ot 2 ) - 0 (4-4c)

y'" (l,t) + 0 + Py' (l,t)Hcj2 8t 2 -1)

+ ma2y' (l,t)6(1- Ot 2-l) = 0 (4-4d)

ykx,0) - 0 (4-4e)

yx,) - 0 (4-4f)
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Following the concept introduced in Ref. (3], various
support conditions and initial conditions can be easily incorporated
into the solution formulation. For our present purpose, we shall add
to the functional I the following terms:

T
I12 {kly(O,t)y*(O,t) + k2y9COt)yI(Ot)

0

+ k 3y(l"t)y*(l"t) + kl4Y'(l,t)y*'(l"t}

+ k5 y(xs,t)y*(x,t) + k6 y'(xst)y*'(Xs,t)}dt (4-Sa)

I13 u k f y(x,O)y*(x,T)dx (4-Sb)'0 1

33 k 7 f Y(x)y*(x,T)dx (4-Sc)

so that
1

113 -J3 = k7f [y(x,0) - Y(x)]y*(x,T)dx (4-Sd)
0

With 112, 113 and (-J ) added to I in Eqs. (4), it is readily seen that
the differential equation and end conditions now become

y'"' (- + g sinc)[(1-x)y,], I + Py" H(i-x)

+ m[ 2tyjy' + 2at'+ + + p]6(x-x)

+ kSy(x,t)S(xs) - k6 [y"(x,t)6(xs) + y'Cx,t)6'(xs)]

+ g Cosa + (Crg cosc)i(x-x) a 0 (4-6)

and

y"(O,t) - k2 y'(0,t) - 0 (4-7a)

y"(l+,t) t) k 0 (4-7b)

y"" (Ot) + klyco0t)

S(- P + g cosa)y'(O,t) + Py' (O,t)H(I St2 )÷2

+ m0y' (0,t)i(l St") •0 (4-7c)
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y,,' (1,t) - k 3y(1,t) + Py' (It) H at2-)

+ mj2 y' (l,t)O(- t2-1) - 0 (4-7d)

'(x,0) = 0 (4-7e)

y(x,T)[l + m6 ( I OT-x2)]+ k7 [Y(x,O) - Y(x)] =0 (4-7f)

The parameters first introduced in Eqs. (4-5) are now given the
meanings. The constants kA and kz are the nondimensionalized spring
constants of deflection and rotation, respectively, at x =0 ; k1, 14
are the same at x = 1; and, ks, k6 , at x = x_. If we allow x5 to be
a function of time, the case of a moving support would have been
included. It is noted that ki, i = 1 through i = 6, can assume any
value from zero to infinite. = 0 corresponds to no spring and
ki = -, to a rigid support. However, the constant k7 in Eq. (4-5b)
is infinity in theory and is to assume a very large number compared
with unity so that the and condition Eq. (4-7f) reduces to that the
initial shape of y(x,t) is Y(x).

The last task in this section is to normalize the time
variable t so that the solution for any time range can be simplified.
To this end, one replaces the variable t with Tt and the final equation
become:

13 3
61 = ( 6 I)y = (6 ij)y - Z (6j.) = 0 (4-8a)

i=1 s

with
11

= I I y"ty*"'dxdt
0 0

- 11
12 T(P-g sinc)f f (l-x)y'y*'dxdt

0 0

I3 fl T 0  o1.. (4-8b)

11
14 - - TIf I y'y*'H(x-x)dxdt

0 0

1 1
V,= TPf f y'y*6(x-x)dxdt

0 0
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16 2-& f f t2yfy'6a(x-x)dxdt

I7 U -f f t yy*6'ci-x)dxdt
0 0

8 T J ftýYy*'(x-x)dxdt
0 0

19 ff yly*6(x-x)dxdt
0 0

1 1

T1 00

1I12 Tf {klY(0,t)y*(0,t) e k2y'(0-t)y*I(0,t)
0+ k3y(11t)y*(1,t) + k4yI(1,t)y*I(11 t)

+ ksy(xi.t)Y*(x51t) + k 6Y'(Xsit)Y*'(Xs1t)}dt

1
113 - 7 f y(X0o)y*(x,1)dx

0

11
*-Tg coscif f Y*dxdt

0 0

1 1
1 2 Tgm coscxf f y*c5(x-x)dxdt (4-8c)

0 0

1
3 k7f Y(x)Yw(x,1)dx

0
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5. SOLUTION FORMULATION BY FINITE ELEMENTS

With the variational statement established in the previous
section, one is now ready, to formulate the finite element matrix oqua-
tion, The normalized region of a unit square is divided into K by L
sub-rectangulars (elements, Figure 2 ). In each (i,J)-th element, the
field variables are assumed to be in the form of

y (i~j) (&,n) T T(ý'n)y (t'j)

i,j ,y*ij)

where ý,n are local coordinates of space and time and are related to
x and t by the following transformatios:

- . (5-2a)
C.")

n9) = .Lt - j + 1

or,
1

x - + i- 11K

1(5- 2b)
t I {n + j - l

L

The veqtor function a(&,n) is the two dimensional displacement fiuction
"and Y(iJ), Y*(±1j) ire the generalized coordinates vector - their
specific fori and meaning are to be given later. If one substitutes
Eqs. (5-1) into (4-8), he can write,

13 3
61 = (61)y N (6 m) - n (6Jn) - 0 (5-3a)

in- I Y n= I

with
(my- K [ BY* i,j)Tyi1 )(i~j) (5-3b)

1-1 jul

K L

(6Jn K L • Y(iJ)TB(i'J)~ m(-c
n 6 j l jul (S-3c)

].NJ j1l
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FIGURE 2. Finite Element Grid Scheme in Space- and Time-Coordinates.
Also shown: Node Point Ordering in a Typical Element (m,n).
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WiU)(ij

where A is a local square matrix and Bm ( ,j a local dalumn
vector. The1 are defined in the following equations:

Al(i, j) n.ff fa T dl
217L 0 0

Aý j)*(I2 g sin")[(K-i.l)f f 'ad~d - f f Eala ~Idfl1
L0 0?~ 0 0~

(iPj T - L j)

A(j .- (TP ~

0 0
(5-4 a)

TL' 0 0-

+ 2(j-l)f f nalalit(1DiIE_-)d~dT1
0 0

4, f f r2a 6'9j)(FE&)d~dflJ
0 0~

A(i,j) M02Kt [1 [(j 2 f Tý(iIj)( )d d
-7L' 0 O__

+ 2(J-l)j' 1f 1naas' (")(-ýdd
0 0

.~f f n a ,,T ( &-J(&)d~dn]
0 0
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A8 (ij) *(211) [ (j1)
-0 TL

0 0

0 0

TL 1

A- T' 0y* J C) d~dri

U+i L) T fai l l6 (t-&)d~ d K5

k5T0 0T

(61 ~ ~ ~ K 6y(~) j a(O~~aT 5 n)d ~m~n Y ( is-i)

LL
+ I 6y*(K,i) kT T (,J

*-C4 f a'(1,r)a (1,n)dn Y (J

j 6Y* ! '(Es~n)a ,TCn)dnY

+ 6T

f COna(~~l
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I K k7  I
( 6 113)y y,(iL) 7 a(laT (Od ( )

_/ ~~3 f~ (,3T•,l•[i1

I BI j Tg cosm f f
"" KL 0 0

(5-4c)
B2 (ij) = Tgm cosa J C)(-Qddn

0KL 00

(6 K iL) k7  1

(63) a ,Y* j ~~Ea~ld
jul ~0

The local matrices defined in Eqs. (5-4) can be assembled into a
global equation. Thus Eq. (5-3a) can be written as

6y*Ty - 6y*TF (5-5)

where X and Y* are the generalized coordinates in the global system;
X and f are global "stiffness" matrix and "force" vector respectively
assembled frim the local matrix equations of Eqs. (5-4). Since 6X* in
Eq. (5-5) is not constrained in anyway, the equation reduces to the
algebraic matrix equation to be solved

KY= F (5-6)

6. VISPIACEMENT FUNCTIONS

In dealing with one dimensional problems using finite
elements, excellent results have been obtained with cubic polynomials
as displacement functions [2]. For the present problem witi two
independent variables we choose it to be the product of two cubic
polynomials, each for one independent variable. This choice also
provides some advantage in algebraic manipulations and integrations as
it will become evident in the sequel. Hence the vector function in
Eqs. (5-1) is assumed to have the form

aT(C, -) falC(,r,), a2 (Cn), .... ak(&,fl),....al66(,r1)] (6-1)
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where
k = 1,2 .... ,16

Sak(grn) bi(E)bj (11) ,(6-2)
ab )b ) i,j a 1,2,3,4

The function bi(Q), as mentioned earlier, is taken to be the one-

dimensional shape function of a cubic polynomial, i.e.,

bl(g) _ 1 - 3&2 + 2E'

b2 () - - 2&2 + ý1
(6-3)

b3 (E) 3&2 -2&

b4) C 2 + &I

Now the correspondence between k and the pair (i,j) in Eq. (6-2) can
be established by giving specific definitions to the local generalized
coordinates in y(m,n) identifies the element considered. Hence, if we
let

y • y(m,n)

= {(Y Y,Y Y,nY,En)l (Y YA y,n Y,•n) 2

(y )y (y~3  y Q}(m~n) (6-4)&Y Yy,n Y,&nr)3 CyY• Y,n Y,Cn)4(en 64

with points 1,2,3,4 shown in Figure 2 , the following correspondence
between k and (i,j) can be easily shown:

k (ij) k (ij)

1 (1,1) 9 (13)
2 (2,1) 10 (2,3)
3 (1,2) 11 (1,4)
4 (2,2) 12 (2,4)
S (3,1) 13 (3,3)
6 (4,1) 14 (4,3)
7 (3,2) 1s (3,4)
8 (4,2) 16 (4,4)

7. CONCWSIONS AND FULTRE WORK

In this paper, we have presented the complete formulation
of a gun dynamics formulation in conjunction with finite element
discretization. The effect of projectile moving mass, recoil force,
travelling pressure and curvature induced loads and support conditions
have all been included in the formulation. It has also been observed
that time dependent or moving support conditions can be conveniently
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included. The computer algorithms have been completed. Our task in
the immediate future is to carry out a comprehensive parametric study
to investigate the relative significance of various terms on the gun
motions in general and muzzle motions in particular. It is hoped that
these data will be made available in the near future.
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I. Introduction

The recoil mechanism is a component of the recoil system
which provides a retarding force acting on the gun so as to brake the
rearward motion in the firing cycle. The counter-recoil mechanism is
also a component of the recoil mechanisms which stores the energy during
the recoil and dispenses it during the counter-recoil phase so as to
bring the gun back into its in-battery position. Without a recoil sys-
tem the force acting on the gun and its mounts induced by firing the
charge is so large that damages to the gun often immediately result. An
improperly designed recoil mechanism'can also affect the accuracy of the
gun in hitting the target and reduce the life of the gun. Therefore,
the recoil system is one of the most important components of a gun
system.

Frequent failure and the undesirable characteristic of many
springs used in the recoil mechanism prompted recent designers of a gun
system to adopt more fluid-type recoil mechanisms (hydropneumatic) or
the combination of fluid and spring type recoil mechanisms (hydrospring).
The fluid recoil mechanism is essentially a fluid shock absorber. The
fluid in the mechanism, gas or liquids, is throttling during a firing
cycle through an orifice which divides the recoil mechanism into two or
more chambers. The difference in the pressure between the chambers thus
provides the retarding force for braking action. The retarding force
and the counter-recoiling force are thus functions of the fluid motion,
the type of fluids, and the orifice geometry of recoil mechanisms.
Therefore, the knowledge of fluid mechanics of the recoil mechanism is
an indispensable part of the weapon design.

The aim of this paper is to provide the fundamental descrip-
tion of fluid mechanics for recoil mechanisms and to present an approxi-
mate determination of orifice area.
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II. Criterion of Orifice Design

A recoil mechanism may be designed to operate on incompress-
ible or compressible principle. For incompressible type, the total
volume of the recoil cylinder will remain the same during recoil motion
since the fluid is treated as incompressible. For the comtpressible
type the volume may be decreased in the recoil motion. The fluid used
in the recoil mechanisms may be gas or liquid such as air, nitrogen,
hydraulic or silicone oil. In both cases, the orifice must be properly
designed to achieve desired characteristics of retarding force for re-
coil mechanism.

Before one calculates the fluid motion and the pressure dis-
tribution in a recoil mechanism, design characteristics of rec3il mech-
anisms should be first defined so that the required geometry of the
orifice can be determined.

Generally all recoil mechanisms work on some combination of
the same basic principles; that of providing a controlled resistance
over a set distance to check the motion of the recoiling parts, then
returning them to the firing position and providing a sufficient re-
straint to hold them in that position at a given elevation. A basic
requirement for a recoil mechanism is that the resistance to recoil
should be nearly constant for a prescribed recoil distance, since this
will produce the smallest possible force on the gun structure. A typi-
cal recoil force versus recoil distance relation is given in Fig. 1.
The area under the recoil force-time curve represents recoil impulse
to be dissipated by the recoil mechanism. Clearly, a rectangular curve
will yield the lowest retarding force for a given recoil motion. How-
ever, a rectangular curve is not applicable at the beginning because
the recoil resistance K(t) should not exceed the recoil force B(t)
created by the propellant gas.

The total resistance force K(t) is a combination of a hydrau-
lic force Fo(t), a spring force if a spring is used with fluid and
friction of moving mechanism. Whichever the type of recoil mechanism
is used, this force works as a unit.

In general, the recoil force B(t) is offset largely by the
hydraulic resistance Fo(t) offered by throttling the fluid through the
controlling orifice and by the spring force. Thus design of the con-
trol orifice is a vital part of the recoil mechanisms.

We now consider a basic recoil mechanism as shown in Fig. 2
that a recoiling mass M is subjected to a time dependent recoil force,
B(t), from the discharge in the breech of a gun creating an accelera-
tion of X in the x direction. Here X = 0 is taken as the orifice plane
before the recoil motion. The recoil motion of mass M forces the fluid
to flow from Chamber (1) to Chamber (2) if the orifice installed be-
tween the two chambers restricts the flow from Chamber (1) to (2) so
as to create a pressure difference between the two chambers. This

differential pressure acts on the wall of recoiling orifice A, and A2
to control the recoiling speed and motion. The force balance for the
recoil motion can be written as
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Figure 1. Recoil Force and Retarding Force
of Recoil Mechanisms
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MX = B(t) - K(t) + M g sin e (1)

K(t f P dA - dA + F F (t) +Ff
S  1 2  2dC 0f

where P1 and P2 are respectively the pressure distributed on the ori-
fice surface facing Chamber (1) and Chamber (2). A1 and A2 are area
of the orifice facing Chambers (1) and (2). Here A] = A2 is for incom-
pressible type and A1 > A2 for compressible type. Ff is the frictional
resistance force from seal, various moving parts and, if any, recuper-
ator. The last term of Eq. (1) is the contribution of the gravitation-
al force with e being the inclined angle of the recoil mechanism with
respect to horizontal plane. The dot on X denotes the time derivative.
In Eq. (1) the mass M, the retarding force from breech B(t), two areas
A1 and A2 and frictional resistance force, Ff, are assumed known but
distribution of pressures P1 and P2 acting on the surface A1 and A9 are
unknown and must be solved associated with the fluid motion inducea by
the motion of recoiling parts. In general both PI and P2 must be inte-
grated from the pressure distribution respectively on their surfaces
A1 and A2 .

Now the pressure distribution on the orifice surface and
their time variations must be determined by solving the fluid motion
in the recoil fluid chambers. This creates the coupling between the
recoiling force, and the fluid motion. It should also be pointed out
here that the designer has very little control over the resistance
force, Ff, from the friction and recuperator and the gravitational
force, Mg, but he can control the resistance offered by the pressure
force from the two chambers by properly designing the orifice such
that the total resistance to the rocoil force is sufficient to arrest
the rearward motion of the gun in a specific recoil length allowed in
the design.

One is now faced with the qu..stion of what orifice design will
provide the lowest peak resistance force for a given mechanism. To set
up the criterion for the orifice design let us consider Eq. (1) for re-
coil motion again. K(t) is the total resistance force including fric-
tional forces Ff and pressure ferces F0 created from the fluid throt-
tling through the orifice. As the design characteristic of recoil.
mechanisms requires that the total resistance K(t) to recoil should be
nearly constant for a prescribed recoil length, a trapezoidal shape
for K(t) such as in Fig. 1 is normally adopted.

Since Eq. (1) is a second order ordinary differential equa-
tion, one needs two initial conditions to obtain a unique solution.
These two may be taken as

t =0 X 0 (2)

t=o (3)
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That is initially the recoil mechanism is at rest. However, if the
total resistance K(t) is not specified there will be iinfinite many
solutions of X(t) to Eqs. (1), (2) and (3). To determine Y(t),we need
additional design constraints. They arc:

(1) the velocity of rec-oil Xo is zero at the end of the recoil,
t = tr, or

t = tr X(tr) = 0 (4)

(2) the total length of recoil allowed is L, which must be
achieved in a duration of tr, or

t = tr X(tr) = L (5)

While the recoil length may normally be specified, the time duration,
tr, to arrest the rearward motion of the recoil is dictated by the
resistance force K(t) and is not known normally a priori.. Indeed, tr
must be solved with K(t) together. To determine the function K(t) we
reason as follows.

First, at the beginning of recoil, t = 0, and at the end of,.
recoil, t = tr, the mechanism is at rest and zero acceleration X = X
= 0 and meantime the breech force is zero or B(O) = B(tr) = 0. We
thus require from Eq. (1)

K1 = K(O) Mg sip 6 (6)

K2 = K(t = Mg sin 0 (7)

Here K1 and K2 are the resistance at the beginning and at the end of
recoil motion.

Secondly, integrating Eq. (2) twice and with the initial
conditions (3) and (4), we obtain

MX B(t) dt - K(t) dt + Mg sin et (8)

B t)&r t Jt 2 ()
MX B(T)dfdt K(T)didt + Mg sin 0 -2 (9)

Now with additional design constraints (4) and (5), Eqs. (8) and (9)
become

0 = r B(t)dt - r K(t)dt + Mg sin e tt (10)

and
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ML tf B(r)dxdt -. f (t)drdt + Mg sin 0

Integral Eqs. (10) and (11) thus provide us with a means of determining
the recoil time duration tr and the total resistance force K(t). Since
the total resistance force K(t) is generally desired to be of trape-
zoidal shape as shown in Fig. 1, if the initial and final periods, tj
and t-, of the variable resistance force are specified then Eqs. (10)
and (11) determine uniquely the time tr and the ,naximum total resis-
tance for Kmax.

Either the moment area method or a trial-and-error procedure,
as discussed by Arora and Haug [1] and Coberly [2], may be used to
solve Eqs. (10) and (11). Readers are referred to the above references
for more details. The total resistmncc function K(t) thus can be used
as the L.riterion of orifice design.

When the total resistance function K(t) is determined one may
substitute the K(t) function into Eqs. (8) and (9) to obtain the recoil
velocity X(t) and the recoil displacement X(t) as a function of time.
The recoil velocity and displacement in turn become the boundary con-
ditions for the solution of fluid flow in the recoil mechanism. For
the recoil mechanism shown in Fig. 2, the orifice now must move with
X velocity in the recoiling phase.

The fluid throttling through the orifice must produce a resis-
tance force such that when combined with other frictional resistance
from seals and other rubbing parts, Ff, it is equal to the desired to--
tal resistance force, K(t). It is a difficult task for a designer to
design such an orifice, since he must solve or know how the pressure
force is generated when the fluid is throttling through the orifice.
What is more difficult, the orifice clearance area in general is vari-
able at different locations; the flow is unsteady and may be in both
laminar and turbulent regions.

III. Quasi-Steady One-Dimensional Solution

The fluid motion and the pressure distribution on the orifice
surface are governed by the mass conservation equation, the equation of
state, the Navier-Stokes equation and energy equation for unsteady
compressible fluid. In principle, the continuity equation, momentum
equation, equation of state and energy equation - total of six equa-
tions - provide the solution of pressure, density, temperature and
three velocity components. These equations, however, are coupled with
Eq. (1) through the moving boundary condition of X(t). Thus the fluid
motion must be solved with the liston moving at a speed of X(t)o

The initial condition for the flow problem may be assumed to
be at rest. Thus, the velocity is zero everywhere. The initial den-
sity and pressure in the recoil mechanism is uniform.

After the gun is fired, the boundary condition for the fluid
motion reguires that the fluid on the recoil rod assumes the recoil
velocity X(t) and is at rest on the stationary cylinder surface. Now
the orifice cross section must be designed so that the pressure forces,
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Fo, created by the throttling of fluid between the two chambers plus
other resistance forces, Ff, is equal to the required design character-
istic of the total resistance force K(t). At present no such general
solution of fluid motion exists even for the simplest recoil mechanism.

We consider a simple fluid dynamic model for the recoil mech-
anism. This model in many applications does not provide an accurate
description of the flow pattern in the recoil mechanism but it provides
the first approximate design of the control orifice. This method also
provides a basis for further modifications in cases of complex geomet-
ries and compressible liquids and gases. We assume that the flow is
quasi-steady incompressible flow and the flow is one dimensional. The
assumption of a quasi-steady flow is equivalent to the assumption that
the flow is instuaLancously steady and that the force due to the accel-
eration and deceleration of fluid in the recoil is negligible. The one
dimensional assumption implies that the pressure is uniform in the radi-
al section of the mechanism. The resistance force offered by the ori-
fice in Eq. (1) thus may be written as

F (t) = K(t) - (K + K + K) = PiA - P2A0 a f p i 1 2 2

For incompressible type of recoil mechanisms, we have A = A2 or

(P1 - P2 ) = Fo(t)/A1  (12)

The continuity equations for one-dimensional steady incompressible
flow is approximately (see Figure 2)

AoU = (A. + Ao}U (13)

Here Ao and A1 are respectively the orifice clearance area and orifice
surface area facing Chamber (1). U1 is the average velocity in Cham-
ber (1) relative to orifice velocity. From the boundary condition,we
have

U1 = X(t) (14)

The momentum equation under quasi-steady, one-dimensional assumption
may be integrated from the Chamber (1) to the rear end of the orifice
as

U2 U2P1U1 _ ' o ~o
. + 0= + - + AH- (15)
2 p 2 p f

where AHf represents the loss of kinetic energy due to viscous fric-
tion and, if the flow becomes turbulent, turbulent shear. There are
six unknowns, PI, P2 , Po, UI, Uo, and Ao, in four Eqs. (12), (13), (14)
and (15). To facilitate the solution for orifice clearance area Ao,
we assume that the pressure P2 on the rear orifice surface is

111-9
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approximately equal to the pressure at the end of orifice Po or

P2 . P (16)

The reason for adopting this approximation is as follows, As
shown in Fig. 2, the one-dimensional approximation is perhaps invalid
immediately behind the orifice because from experiments conducted by
Chen et al. [7] as shown in Fig. 3 we recognized that the flow always
separates at the rear side of orifice except at the start of recoil
motion. Therefore, for one-dimensional assumption to remain valid at
the end of orifice, the flow should be considered like a jet (see
Fig. 3) and separates at the rear end corner of the orifice. Under
this condition the pressure in jet portion of the flow will remain
approximately Po. Thus for no other means of determining the pressure
on the rear surface of or 4 fice, P2 , we equal P2 to Po on the same
cross section which is the ciosest pressure available under one-dimen-
sional assumption.

Furthermore, the loss of kinetic energy due to friction, AHf,
is normally proportional to the pressure difference (P1 - P2 )/p or

AHf - (Pl - P2 )/p (17)

Thus combining Eqs. (13), (14), (15), (16) and (17), the orifice velo-
city Uo can be written as

Uo = CD 2Pl - 1 + A P (18)

Here the orifice discharge coefficient CD is introduced to
account for the frictional loss and also to serve as a correction fac-
tor for the assumptions made, namely, one-dimensional quasi-steady flow
and the assumptions that lead to Eqs. (16) and (17). More discussions
on the coefficient CD are given in Section IV.

Now from Eqs. (13) and (14) we also have

A0 = A1 0- 1) (19)

We thus can solve the orifice clearance area Ao from Eqs. (18), (19)
and (12) as

A° C2 (Pl -PI)2

or
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A [ Z ______ 1
CDFi ) + 1 - 1 (20)

Equation (20) thus provides an approximate way of predicting the ori-
fice clearance area for recoil mechanisms. It should be noted that the
orifice area Ao is a function of orifice surface area A1 , recoiling
speed R, fluid density, p, orifice discharge coefficient, CD, and the
resistant force Fo(t) required from the criterion established for the
orifice design. Since both Fo(t) and X are time dependent and the
orifice moves with R, the orifice area A. must in general vary with the
recoil distance X. The orifice area A0 can now he predicted if the
orifice discharge coefficient CD is known.

IV. Orifice Discharge Coefficient CD

The orifice discharge coefficient CD was originally intro-
duced to account for the pressure loss in a steady flow through an
orifice. Customarily, it is treated as a constant. However, in case
of recoil mechanisms CD, it certainly is not a constant for the fol-
lowing reasons. First the recoil rod starts with zero speed and is
accelerated to a high speed flow. Then it decelerates to zero speed
and reverses the direction of motion in the counter-recoil motion. Tn
the process the flow starts from laminar motion to turbulent flow and
then back to laminar motion again. The instantaneous Reynolds number
based on upstream gap and average velocity may vary from zero to an
order of 10 . The orifice discharge coefficient certainly should vary
since Reynolds number varies over such a wide range. In addition, in
order to create a desirable characteristic of the recoil motion the
orifice clearance area Ao must be designed to vary. In summary, the
orifice coefficient CD should be dependent of

A. Geometry of orifice and shape of Chambers (1) and (2).
B. Time variable.
C. Laminar and turbulent phenomena.
D. The average velocity across the orifice and viscosity and

linear dimensions of orifice, or the Reynolds number.
E. Fluid compressibility.

The precise value of orifice discharge coefficient CD for
recoil mechanisms is not available to date since design of an orifice
varys from one gun to another. Even for the same weapon, if a differ-
ent charge is used the orifice coefficient will be different because
different recoil forces produce different recoiling speeds. Although
as a rough approximation, constant values of CD, between 0.7 - 0.9,
had been used [3,4] but the resulting resistance forces were not sat-
isfactory. In addition, the resistance force generated by the recoil
mechanism was shown by Nerdahl and Frantz [5] and Coberly and Frantz

[6] to be sensitive to the change of the value of orifice discharge
coefficient. Therefore, a variable orifice discharge coefficient
should be used whenever the variable value of CD is available. To date
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neither experimental correlation nor theoretical prediction for vari-
able CD is yet available. Chen and Macagno [7] arecurrently attempting
to solve the detail of fluid motion and thereby to predict the value
of CD from the numerically prediction pressure d'istribution. While the
progress is being made we suggest the followinig temporary measure. To
determine the variable orifice discharge coefficient, we propose that
the value of variable orifice discharge coefficient'at any instance
during the recoil be the value for steady flow with the flow Reynolds
number,UD/v, corresponding to the instantaneous Reynolds number XD/v.
Here D is the upstream characteristic length, the diameter in case of
tube flow and the gap width in case of annular flow. U is the average
velocity upstream of the orifice. This assumption is consistant with
the quasi-steady assumption made in deriving Eq. (20).

Figure 4 shows the experimental correlation [8] of the orifice
discharge coefficient, CD, versus steady flow Reynolds number UD/v as
defined by Eq. (18). In this case Ao is the orifice hole area id 2 /4
and (A1 + Ao) is the upstream area or TrD2/4. Although the geometry of
orifice in Fig. 4 differs from the one in Fig. 2 for recoil mechanisms,
Fig. 4 does illustrate the c0ualitative variation of orifice discharge
coefficient with Reynolds number as well as the geometry. In Fig. 4,
L is the thickness of the orifice. The ratio L/D seems to have an
appreciable effect on CD value. For a given Reynolds number CD value
in general increases with L/D ratio except at a lacge Reynolds number
over 103.

The flow over Reynolds number of 103 is likely to be turbu-
lent in some region of the flow. Turbulence is likely to be present
near both orifice front and rear extruding corners and behind the ori-
fice. The flow near the orifice is very complicated. The flow may
separate at the fxont corner and reattach and then separate at the rear
corner again. Even when the upstream flow is steady the separation
phenomena may still be unsteady. That is tha separation bubble may
grow to a certain size and then separate from the corner and is carried
downstream. A new separation bubble may follow to form at the front
corner again and the phenomenon repeats to give a definite periodic
separation. The above mentioned phenomenon was observed by Chen and
Macagno [7] in simulation of recoil motion with a similar configuration
as shown Fig. 2 at Reynolds number of 3752 based on upstream gap andi velocity.
vlctExamining Fig. 4, we may conclude that the orifice discharge

coefficient CD is less sensitive to the ratio of d/D in the range 0.04S~to 0.25 than to the ratio of L/D. This has a favorable implication
that the CD is less dependent on the variable orifice clearance area

Ao required in recoil mechanisms since the ratio Ao/(AO + A) is simi-
lar to (d/D) 2 in Fig. 4. This implication will lessen the complication
in determining CD for recoil mechanism. The variable orifice coeffi-
cient CD to be used in recoil mechanism is then a strong function of
instantaneous Reynolds number and the ratio of orifice thickness to
the upstream gap or L/D.

When the fluid is compressible the orifice coefficient should
be modified. This is discussed also in the report by Chin and Macagno [7].
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V. Conclusion and Suggesti.on

In this paper we show that if the resistance force offered by
recoil mechanism is defined, for example, a trapezoidal function in
time, then a criterion for orifice design may be reduced from the
equation of motion for recoil mechanism. The orifice clearance area
Ao may then be approximately predicted from the quasi-steady one dimen-
sional analysis for incompressible flow. The orifice discharge coeffi-
cient, CD, is then defined and needed for experimental correlation for
determination of orifice area, Ao, which in general varies with recoil
distance. A variable orifice discharge coefficient, CD, is proposed
and, as a temporary measure, is taken as that of the steady flow with
the instantaneous Reynolds number XD/v replacing the steady Reynolds
number.

For future design of recoil mechanism, unsteady two dimension-
al analysis of flow motion is proposed so that detail and precise pres-
sure distribution on both sides of the orifice surface may be predicted.
Such an analysis may be made quite versatile in that orifice geometry,
recoil speed and distance can all be made as input parameters.
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firings and to fit inside a laboratory enclosure.
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EXPERIMENTAL DESIGN FOR EVALUATING THE DYNAMICS OF SOIL/A4OUNT INTERACTION

LEONARD B. GARDNER, DR.
US ARMY ARAMENT RESEARCH AND DEVELOJP4ENT CO1MMAND

DOVER, N. J. 07801

I. Historical Background

The only effort to develop physical simulation as a technol-
ogy that can replace a significant number of weapon firing field
tests and that facilitates the replication of such field tests
under controlled laboratory conditions began in the 1960's as
follows.

About this time, the influence of mounting flexibility on
weapon operation of helicopter and armored vehicle weapon systems
became apparent. The M73 Machine Gun is an example of the class
of weapons that did not satisfactorily operate from either a very
flexible or a very rigid mount. The effects of mounting flexi-
bility were particularly apparent when the firing rate of the
weapon approached the natural frequency of the weapon mount thus
forming a resonance condition.

The effects of weapon mount flexibility were first examined
by means of theoretical analyses performed at Springfield Armory.
Later, the concept of simulation testing was considered as a
means by which, without resorting to field tests, experimental
firing data regarding mounting sensitivity could be obtained and
used to validate the theoretical analyses. This testing techni-
que was envisioned to require less time and to be more economical
than conventional field testing. The objectives of simulation
testing were as follows:.

1. Provide a laboratory facility for validating theoretical
analyses of weapon performance by means of carefully controlled
experimental firing tests under variable but known mounting impe-
dances.

2. Provide a means for conducting Engineering Design Tests
(EDW) of Weapons with utilizing field testing, thereby reducing
logistics.

The simulation facility envisioned at that time included the
latest applications of engineering sciences for live, full-scale,
firing of small and medium caliber weapons. The facility con-
sisted of a one- and six-degree- of-freedom mounts that could re-
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present human/ground, ground/vehicle, and air/vehicle mounting
characteristics. It provided realistic forcing functions repre-
sentative of the dynamic conditions of a tactical environment
that surrounds weapons, fire control equipment, and accessories.

Specifications were then written for a helicopter gun mount
simulator having response in three translational and three rota-
tional degrees-of-freedom. About this time, a proposal in which
a suitable device was described based on an extension of the con-
cept for a motion simulator built for United Aircraft Corpora-
tion, Franklin Institute Research Laboratories was received. A
Determination and Findings signed in December 1969 gave approval
to negotiate an individual contract which was awarded
(DAAF001-70-C-0406) for $220,000 on 30 December 1969. The ini-
tial phase of this work consisted of a supporting pillar and the
basic structure which could be thought of as a holding fixture
for the weapon system under test. A second phase effort consist-
ed of the "activation" of the simulator so that the several actu-
uators would be positioned by computer control, the vibration in-
duced into a field-operable weapon system would add those vibra-
tional effects, since the actual boom had to be removed when the
helicopter was mounted on the simulator. This was a "tall order"
considering that the helicopter/tank had to respond as it would
in field operation with an operable stability augmentation sys-
tem, weapons had to fire from the helicopter/tank mounted on the
simulator. The simulator was rather large, consisting of a 16K
lb. upper fork, a 30K lb. gimbal, and a 90K lb. support tower.
This simulator was installed over several months during the
summer of 1973.

Now that the Small Arms n, ission has been transfeized to Rock
Island the increased logistics associated with RD personnel at

*Dover being involved in simulator tests at Rock Island is unten-
able. Consequently, a five year plan has been conceived whereby
the simulation facility at Rock Island will be phased out and the
Army Armament Development Testing Simulation Facility for weapon
systems will be located at Dover. Only the helicopter gun mount
simulator poses special problems, but, since it was assembled on
site from component parts, it can be disassembled and then
shipped. The support piller and reaction mass would not be re-
moved.

In 1975 personnel from Franklin Institute Laboratories in-
stalled automated controls for adjusting the spring rate and
damping ration of the six-degree-of-freedom simulator and in
1976/7 the programmable tail-boom simulator-sub-system was in-
stalled. In the completed simulator, the triogonal actuator
pressure-control was automated to maintain a nearby constant veh-
icle position in somewhat the same manner that a stability aug-
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mentation system operates in a real vehicle when a burst is fired
from an automatic weapon. The two positioning subsystems in the
original simulator were modified to incorporate programmable mo-
tion associated with the weapon system and about the nominal
pitch-axis of a combat vehicle gunners station. Additional capa-
bilities to replicate engine and rotor vibrations were also added
and flexibility of the suspension more nearly replicated the
flexibility of a hovering helicopter. After these installations
were completed, another series of flight tests were conducted by
meains of which the simulators were partially validated.
Additional mobilization tests still continue at this present
date.

As the work continued to be developed, TAARADCOM has become
interested in a tank simulator from which weapons could be fired.
Discussions concerning such a device have been held between per-
sonnel of that organization and those from Reine Metale (in the
Federal Republic of Germany) who have developed a tank motion
simulator. Although there are many other motion simulators in
use or being developed by various DOD organizations these are the
only motion simulators known that can also resist the recoil
forces of medium caliber weapons.

II. Experimental Data

The Hispano Suiza 20MM Automatic Gun XM-139, with its recoil
adaptor, mounted on the One-Degree-Of-Freedom Variable Flexibili-
ty Mount, was simulated on the analogue portion of the EIA 8812
Hybrid Analogue Computer located at Picatt.nny Arsenal, Dover, New
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Jersey, The ODOFVFM consists of a firing platform, to hold the
weapon, that is supported by two leaf springs. A hydraulically
supported frame can be positioned anywhere along the springs.
This frame contains pressure pads clamping the springs to a solid
frame bolted to a reaction mass thus proving an adjustable spring
rate. Adjustable dash-pot dampers are located between the firing
-platform and the frame to provide variable damping ratio. The
spring may be considered as a vibrating beam. The equation of
the beam was solved to find the frequency response of the mount
(including the firing platform) under two conditions of spring
rate: 18 lb/in and 14.3 x 10 lb/in. The frequency. response for
the light spring mount with the load of the firing platform is
shown in Figure 1. The natural frequency found from this plot is
about 1.08 Hz/0.51tf and there are no significant higher frequency
responses that are apparent. The factor 1.0 .SgY, where g is the
gravational constant, enters into the frequency term because
weight instead of mass was used in, the spring equation and re-
membering that 1/g is directly proportional to the square of the
frequency. Thc 0.5 part of this term was a convendent scaling
factor. From these data, it appears the transfer functions of
the simulator has a pair of complex zeros at 19.8 Hz/0.Sfj and
two pairs of complex poles at 1.02 Hz/O.S•jand 22.7 Hz/0.Sg,
respectively. From this data it is possible to evaluate the con-
stant of the transfer function as 2.28 and to estimate the damp-
ing constants for all these frequencies to be 0.1. In the case
of the heavy spring, only one significant resonant peak was ob-
served at 2.3 Hz/0.SY-as is seen in Figure 2. The constant was
calculated to be 1.147 x 10 and the damping constant was estimat-
ed again to be 0.1. The mechanical impedance H(S) of the mount
at these two spring rates was estimated for the light spring and
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for the heavy spring. Frequency plots of these mechanical impe-
dances are shown in Figures 3 and 4, respectively. From these
figures, it is seen that most of the energy was transferred
between the weapon and the mount if -the fundamental frequency of
this energy ( i.e., firing rate0 is between 6 and 40 radians/sec
(1 and 7 Hz). The purpose of selecting the lighter spring rate
for the above analyses was to examine possible higher modes of
vibration in the simulator that could impair replication of field
test data. As may be seen in Figure 1 and 2 there is a small
high frequency resonance but the magnitude about 1/100 that of
the main resonance. Since, the magnitude of the higher resonance
is so small, the effect of high modes of vibration is negligible.
The purpose of selecting the higher spring 14.3 x 10 lb/in was
because it approximated some test data we had on the soil-mount
dynamics of a lightly emplaced howitzer. The 20MM HS weapon was
still used because it was not possible to place a cannon tube on
this simulator. We do believe that the mechanical impedance
shown in Figure 4 represents an approximation to the soil-mount
dynamics of a light howitzer. It illustrates that rapid firing
rates become increasingly destructive of the mount. This may be
likened to the familiar problem of dynamic loading.

III. A Modern Simulation Facility

Let's go back and re-examine some of the details of these
several equipments. The one-degree-of freedom variable flexibil-
ity gun mount simulator is designed to support firing weapons
weighing less than 350 pounds and having a muzzle energy of less
than 120,000 ft-lb and a muzzle impulse of less than 70 lb-sec.
The simulation range has been approved for the firing of no
larger than 30ram Class III ammunition or 40rai Class I grenades.
The simulator is passive in the sense that it is designed to res-
pond to the recoil forces of the weapon as would an actual mount.
The flexibility, characterized by a spring rate and a damping
ratio, is readily adjustable by means of a closed loop servocon-
trol in such a manner that the height of the weapon from the
ground is unchanged. The static spring rate is adjustable
between 25 lb/in. and 85,000 lb/in. with four sets of leaf
springs. The damping ratio is adjustable from 0.05 to 0.8;
however, above 0.1 the dampinq is nonlinear. This simulator in-
cludes a firing platform attached to the top ends of the leaf
springs with one degree of freedom in the direction of the line
of fire. The bottom ends of the leaf springs are bolted to a
steel outer structure anchored to a concrete inertia mass.
Stiffness of the leaf springs is adjusted by moving of the frame
assembly by means of a servocontrolled hydraulic actuator.
Hydraulically operate pressure pads are provided to clamp the
moving frame assembly to the outer structure at any desired posi-
tion, and another set of pads are used to clamp the springs to
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the moving frame. A change in the cantilevered length of the
leaf springs changes the stiffness of the mount. The damping of
the leaf springs is accomplished by means of hydraulic dampers
and a servocontroller. The piston reds of the two dampers are
attached to the leaf springs and the cylinders of these dampers
are attached to the outer structure. The damping system is lo-
cated on the same axis as the gun mount table. At the intercon-
nection of the damper chambers, a precision-ground pin is con-
trolled by an electrohydraulic servosystem.

With this simulator, the flexibility and the damping of the
wSpon mount may be varied by approximately an order of magnitude
within 30 seconds. Four different sets of leaf springs are ava-
ilable by which variation is possible in mount flexibility by
over three orders of magnitude. These leaf springs may 'be
changed band the weapon system remounted for additional testing
within 2-1/2 hours.

The data acquisition and reduction system of the simulation
facility allows processing of information from weapon tests.
Transducers are available for measuring a wide range of parame-
ters including pressure, displacement, velocity, acceleration,
force, termperature and strain. This system is comprised of 18
units of signal conditioning equipment, a special calibrator
under computer control, two analog tape transports, a multi-
plexer, an analog-to-digital converter, a time code generator, a
closed loop TV system and a dedicated digital computer (including
digital tape transport, magnetic disk, card reader/punch, line
printer and plotter). The special calibrator provides a quick
and simple method of system calibration. When in operation, up
to 14 transducers are individually disconnected and different
steps of known signal level are injected into the system. Three
types of calibration may be performed: bridge or charge in five
steps and voltage in eight steps. In addition, the system was
designed to provide for future expansion. Space exists for addi-
tional signal conditioning equipment. The number of recording
channels may be increased from 14 to 28 merely by the purchase of
additional plug-in electronics and can be increased to 56 chan-
nels by some further plug-in additions to the present tape units.
In real time, the highest data sampling rate is 20KHz. This
would allow for the analysis of a single channel of 4KHz data.
However, if 13 channels of data are acquired in real time, the
highest frequency component that could be analyzed in each chan-
nel is approximately 300Hz. First by the recording of data at
120 ips and then by reproducing the data at 1-7/8 ips, a time
base expansion of 64 is realized by which 13 channels of 20KHz
data may be analyzed by means of a playback program. In the pla-
yback mode, individual channels may be sampled for analysis;
thus, 240KHz could be analyzed. At present, the maximum data

111-23

II-I



bandwidth is limited to 40KHz by the characteristics of the pre-
sent FM amplifiers.

By means of computer programs, data mpy be reduced to en-
gineering units. Also, various channels of data may be added or
subtracted, and spectral analysis performed. These data, record-
ed in a standard format, may then be analyzed at larger computer
facilities at which more complete analysis pYograms can b- effec-
tively used.

The six-degree-of-freedom simulator consists of a mounting
platform suspended by means of six actuators from the gimbal sys-
tem and attached to a support tower. The support tower is, made
from 1-inch steel plate and is 6-feet by 10-feet on the base and
16-feet high. It is filled with approximately 30 tons of sand to
form part of the reaction mass and it is securely anchored to a
2500 cubic foot concrete base. The purpose of the actuators is
to simulate the restoring forces that affect a body under the
firing conditions of a mounted weapon system. The gimbal system
weighs 15 tons, rotates in yaw, and is also pivoted to permit ro-
tation in pitch by means of an external actuator. Thus, counter-
rotation of the suspension is possible in the opposite direction
that the weapons are rotated so that the line of fire will remain
directed toward a fixed target. The gimbal system is supported
by a steel fork structure, shown in Figure 5c, and weighs a total
of 30 tons. The building size constrains the motion of the UH-I
helicopter to a pitch of 18 degrees down and 40 degrees up with
yaw plus or minus 35 degrees; and sections of the 'AH-56, with
some modification, can be supported with pitch limited between 0
degrees and 20 degrees up and yaw limited to plus or minus 10 de-
grees. The simulator will support sections of helicopter fuse-
lages and ring turrets that weigh up to 18,000 pounds and that
are no larger than eight feet from the bottom of the test item to
where it is attached to the mounting platform. The suspension
actuators of the system are capable of a stroke of 10 inches with
an operating range of plus or minus three inches about center of
the actuator stroke and are designed as simple spring damper sys-
tems. Oil pressure, which controls the mount flexibility, is ad-
justed by means of a set of valves located on the operating con-
sole. The orifice area between each pair of accumulators, by
which the damping is controlled, is adjusted by means of valves
located above the mounting platform of the simulator. III.
Simulation for Artillery Acceptance Testing

A simulator Task Group for the acceptance testing of artil-
lery weapons was established by the Commanding General of the
Army Weapons Command in July 1969 because of the interest being
developed by higher headquarters in this subject. This Group was
formed to be responsive to the request of the Chief of Staff of
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the Army for information regarding improvements that were possi-
ble in the present acceptance testing of artillery weapons. The
Group reviewed and evaluated current test methods, identified new
projects with the potential for optimization of testing methods,
and developed a five year plan with appropriate priorities for
the exploitation of improved testing technology. This study
identified a 5.lM$ cost savings over 5 years over and above costs
for equipment, facilities, and implementation. Several projects
discussed below were considered viable for artillery acceptance
testing and are those that could also be of benefit to the R&D
community if performed at ARRADCOM, Dover, NJ.

An Artillery Carriage Firing Load Simulator. The concept
entails a hydraulic simulator by which repetitive impulses from
an actuator attached to the carriage duplicating the trunnion
that during field operation of the weapon is applied to the" car-
riage. trails, and support assemblies. The facility is intended
primarily to disclose design weaknesses in structures that are
too complex for a realistic theorectical stress analysis. Such
determinations can presently be made only through the expensive
firing of thousands of rounds either during Engineering Design
Testing (EDT) or during Engineering Tests and Service Tests
(ET/ST). When deficiencies are found during ET/ST, many costs in
addition to the test costs may be incurred as a result of program
delays while system modifications are accomplished. Other con-
crete benefits would derive from the provided capability to de-
velop artillery carriages without the delays imposed by slippage
in the development of the other components of a weapon.

This is a follow-on effort to extend the capabilities of the
helicopter simulator when it is used as a combat vehicle gun tur-
ret simulator. It will be capable of mounting the M150 Recoil
m1echanism on the Mechanical Recoil Simulator in somewhat the same
manner by which the M158 Recoil Mechanism is mounted. The pro-
ject includes the necessary testing and correlation analysis to
verify the adequacy of the simulation that is achieved through
the modification. Future Recoil Simulator capabilities exceeding
those that are attainable through modifigation of existing ma-
chines, may already be predictable al a result of recent develop-
ments in soft-recoil or fire-out-of-battery and fire-on-the-move.
If the genesis of recoil simulators continues, simulation contin-
ues to be a prerequisite for qualification of the machines as ac-
ceptance-testing devices, then a continual increase in the size
and complexity of the simulators may also be predictable.
However, if recent scientific advances can be exploited, the need
for complex simulators may be alleviated. To provide the neces-
sary perspective, it must be observed that at least in principle
even the best of the existing simulators has some inherent defi-
ciencies. Mechanical imredance measuring techniuues may be used
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in a recoil mechanism proof test simulator. This device makes
use of shock and vibration analysis principles that, if success-
fully applied to artillery weapons, would eliminate the necessity
for the generation of a precise velocity-time curve in the simu-
lation testing of recoil mechanisms, thus greatly simplifying the
simulators. Mechanical impedance analysis is based on the hypo-
thesis that the differential equations of motion for a linear me-
chanical system can be expressed in terms of the driving force
and the acceleration, the velocity, or the displacement of ele-
ments of the system. Conversely, if the driving force and one or
more of the other parameters can be measured, the measurements
may be used to uniquely define the response of the system. The
relationship between the driving force and the motion of a system
is referred to as mechanical impedance or the inverse thexeof,
which is called the mobility. Mechanical impedance methods allow
a complete analysis of the response of each part of a complex
physical system. But, more usefully, the methods include a
"black box" concept whereby the forces and motions at a few po-
ints of major interest in a system may be used to characterize
the system without a complete analysis of the details. These
methods define the response of such complicated systems that a
complete analysis would otherwise be impractical. Traditionally,
the analysis by mechanical impedance methods has been accom-
plished through the acquisition of response data from a system
under sinusoidal excitation. Newer techniques now permit equiva-
lent evaluation of a system under impulsive loading. This tech-
nique is called spectrum analysis and is accomplished through
equipment known as Real-Time Spectrum Analyzer that automatically
reduces the recorded test data. When a weapon is fired, impul-
sive forces are generated in the mechanical system. These im-
pulses are broken down into a combination of sinewave frequencies
and amplitudes. When the firing forces have been thus analyzed,
their important characteristics can be synthesized and equivalent
forcing functions can be applied for testing weapons or compo-
nents through the use of electromechanical or electrohydraulic
excitation without the weapon being actually fired.

The spectral analysis would completely characterize the
quality and performance of artillery recoil mechanisms with the
exception of their safety and leakage factors under peak recoil
velocities. However, it is believed that the latter aspects can
be assured through development of simple hydrostatic test.

The firing simulator device entails a cannon-breechtesting-device powered by a propellant charge in somewhat the
same manner conceived by Watervliet for the pyrotechnic
cannon-breech tester. However, major differences exist between
the objectives, hence the features, of the two concepts. In one
concept, the breech closure is bored for a shaft that at one end
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carries an external flywheel to simulate the moment of inertia of
an artillery shell and at the inner chamber end has a
pre-engraved disc to engage the cannon-tube rifling or a helical
simulation of it. Firing of a power cartridge in the breech
chamber accelerates the disc, thus producing torsional
rotating-band forces as well as the pressure stresses of
proof-firing on the tested breech mechanism and the stub tube.
In the seond concept, the breechblock ig- bored for a pretorque
insert for simulation of the rotating band torque and
driving-edge force, while pressure is again generated by a power
cartridge. The concept of both devices is based on a relatively
low peak-velocity (50 feet per second) of the forward disc while
the torque and driving-edge force are distributed over the length
of rifling in the stub tube.

These devices simulate the gas-pressure loading, the motion
of the gas-pre. ure front, the approximate rise-time and duration
of gas pressure, the chemical environment. (corrosion fatigue con-
ditions), and the net driving-edge pressure exerted by a moving
shell. Precise simulation is not achieved for the exact tempera-
ture variations, the erosion conditions, the rotating-band en-
graving loads, the radial band pressure (if in excess of the
chamber pressure), the bilateral driving edge pressure, or bal-
loting of an artillery shell in the tube. Despite the latter om-
issions, this simulator provides most realistic simulation of
test-firing that is presently contemplated. However, owing to
the necessity for a special (bored) breechblock, the device is
viewed as an engineering development tool rather than as an ac-
ceptance-testing device.

There are other devices that could be used for a firing sim-
ulator. In one such device, the weapon trails are lifted to sim-
ulate evaluation firing. In another current concept, the
firing-impulse simulator is mounted on a gantry so that the tra-
ils may remain horizontal while the simulator tilts to accommo-
date the cannon tube in actual elevation. Hydraulic, pneumatic
and steam power are currently viewed as strong competitors for
eventual selection of an actuation source because these are more
amenable to automatic control and might minimize the problems
with noise, air pollution , and erosion of operating parts that
must be accommodated in propellant-actuated systems. Preliminary
studies indicate that a pump or compressor capacity of about 200
Shoursepower, or a steam boiler capacity of about 10,000 pounds
per hour, would be requited to produce the 75-inch recoil of a
155mm Howitzer at a simulated firing rate of 5 rounds per minute
in the contemplated system. Another concept for an actuation
system makes use of a heavy ram accelerated over a relatively
long period of time until, at the proper level of kinetic energy,
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the ram impacts an impulse programmer comprising of a compressi-
ble-liquid-filled elastomer cartridge in the gun tube. The im-
pulse programmer or liquid spring would be designed to transmit
the energy of the ram to the gun tube at a rate similar to the
one which the breech-force develops during live-firing. The
method has been used in a complete-weapon firing-simulator for
the endurance testing of the 30mm, XM140, Aircraft Cannon, thus
the problems are expected to be mostly those associated with the
scaling of effects. The development of an endurance-testing sim-
ulator based on this concept is viewed as a relatively straight-
forward task in engineering design, but a certain amount of inno-
vation would be required to make the system useful for acceptance
testing.

Acoustic signatures of cannon tubes can be used to determine
structural weakness. The sound emitted by a freely suspended
structural member when impacted has long served as a qualitative
measure of the homogeneity of the member as in the instance where
the tone of a bell may indicate the presence of a crack. Through
utilization of the bell-ringing technique, Frankford Arsenal suc-
cessfully developed equipment for the detection of defective 81mm
mortar shell-bodies. The extension of this technology to the ac-
ceptance testing of cannon tubes has been proposed in which can-
non-tubes will be suspended in the manner of a bell. A hammer or
clapper will be provided to strike the tube with a controlled re-
producible impact. A microphone or other appropriate transducer
will be located in proximity to the tube (and probably opposite
to the point of impact) for the acquisition of the acoustic sig-
nals that are generated by the clapper. The amplified and re-
corded sonic response of the tube will be analyzed and metallurg-
ical tests will be conducted on the specimen tubes to determine
the level of defects that can be acoustically detected.

IV. Validating Physical Simulation

The first step in validating .a simulator is to formulate a
mathematical model. By means of this model, the perrormance of
the simulator may be understood. Such models are validated ex-
perimentally by the firing of a weapon from the simulator, the
measurement of the performance characteristics of the weapon dur-
ing this firing, and the comparison of these data with values
predicted by the mathematical model. A validated mathematical
model must exist for the weapon selected for this test. Weapon
models are validated in a similar manner with firing tests per-
formed with rigidly mounted weapons. This mathematical model is
then coupled to the model proposed for the simulator. Since the
model for the weapon has already been validated, the only differ-
ences between experimental data obtained from firing on the simu-
lator and predicted data obtained from the coupled models must be

II1-28

- t-----r----- l' .. t' C•'W' ~ a ~ l~ a I 1



caused by inaccuracies in the model of the simulator. This model
is then adjusted until a favorable comparison without any serious
inaccuracy is achieved.

Two mathematical models of the one-degree-of-freedom simula-
tor have been studied. One contained a continuous model of a
cantilever beam, and the other a discrete model of the same beam.
This beam provides the variable spring rate for the simulated
mount. These models were used to obtain the mechanical impedance
(magnitude and phase angle) of the mount which was then compared
and adjusted as necessary. A suitablc discrete model of the
springs is on an analog computer. The model of the springs was
combined with models of other essential components of the simula-
tor, for example, the dampers, until a complete model of the sim-
ulator formulated.

For validation purposes, the 20rmm Automatic Gun (M139) was
test fired from the simulator because a mathematical model of
this weapon was available. The data from the previous test fir-
ing was cumpared with the data from the combined models for the
weapon and the simulator. Sensitivity studies were performed
with this model to obtain a more nearly accurate model for the
simulator. The model, in conjunction with the mechanical impe-
dance studies of the mount discussed below, provided the informa-
tion required to adjust the parameters of the simulator so that
its mechanical impedance matched that of several field mounts.

Once the impedance of the field mount was obtained, a deter-
mination was made of the initial settings of flexibility and
damping that must be made on the simulator for the first approxi-
mation, the impedance of the simulated mount was determined and
compared to that obtained from the field mount. When the impe-
dances were not in agreement, the required adjustments in flexi-
bility, damping and mass of the one-degree-of-freedom gun mount
simulator was systematically made to correct the impedance
towared agreement with a field mount. Once the impedance techni-
ques were worked out, a study was conducted by which a catalog of
variation of mechanical impedance profiles was obtained. By
means of tabular data presented in the catalog, the controls of
the simulator could be quickly set to represent any particular
type of weapon mount. Also, by means of these data, engineers
were able to readily determine which of several mounts were suit-
able for particular weapon applications.

The comparison of the simulator performance during firing of
the XM-30 armament subsystem mounted on a section of the UH-l
helicopter suspended from the simulator was compared with actual
flight test data obtained by personnel of the Avaiation Systems
Command.
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The method of analysis was similar to that used for the
"one-degree-of-freedom simulator except that a mathematical model
was not attempted. This was because the structure of helicopters
is far from rigid with many complex nodes and several sources of
vibration. Thus, the analysis was more of a comparison of actual
flight test data including firing weapons with the performance of
the simulator. Forces and accelerations (that were integrated to
obtain velocities) were measured at several "hard-points" of the
helicopter and at the points of weapon attachment. From these
data crude determinations of mechanical impedance and 'ransfer
functions were made. An analog computer program was written
based upon the transfer functions together with a driving func-
tion corresponding to the recoil force of the weapons. The con-
stants associated with the transfer functions were adjusted until
the response of the computer program closely duplicated the res-
ponse observed during flight test. The flexibility and damping
of the simulator were then adjusted to correspond to constants
used in the computer program. Such data represent one set of
test conditions out of a possible family. As experience with the
use of the simulator grew, so does the set of varified constants
that could be used repeated.y. Now it is much easier to deter-
mine the desired flexibility and damping'for each particular con-
figuration of weapon test. The use of these simulators, while
not exactly replacing all field tests, since such are never re-
plicated, could replace a majority of them with the advantages of
controlled test conditions, greater range-time utilization, re-
duced cost, and improved logistics.

V. Army Armament Simulation Center

A center for the physical simulation of weapon firing condi-
tions is contemplated to be constructed at Dover, NJ to support
the research and development requirements of AiRM)COM. The wea-
pon systems now being developed by ARRADCOM fall into four major
catagories: Lnad warfare, air defense, miscellaneous artillery
and small caliber arms. Typical of these are the following:

XM-l Tank - 105lm/120mm gun; fire on-the-move capability

IFV/ITV - 2 5mm automatic cannon, 7KM anti-tank missile sys-
tem and small arms; stabilization system.

VIPER - light anti-tank assault weapon

YAH-64 Helicopter - 30mm chain gun, 2.75 inch rockets

COPPERHEAD - 155 mm semiactive laser guided howitzer round.

PATRIOT - Air defense TVM guidance
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DIVAD - 35S/40mm cannon air defense

In recent years, approximately 200K$ was spent for a simulation
test of VULCAN, a forerunner of DIVAD. Actual flight tests for
this work would have cost 10 to 20 times more. Approximately
350K$ was spent for a simulation test of the MICV with actual
tests costing about 1.4 times as much. Simulation' testing of
combat vehicle hulls could save about 50% for each test.
Countless simulatioiZ testing of the future rifle, squad automatic
weapon system, armor machine gun, automatic grenade launcher, and
personal defense weapons have been made at a savings of about 5K$
per test. In the case of helicopter or tank mounted weapon sys-
tems, experience at the Ware Center has shown that simulation
testing can save about SOK$ per test series. Unfortunately,
since the mission of ARMCOM was combined intb ARRADCOM with the
R&D work performed at Dover, the logistic cost increased about
30K$ over the above saving. All together, when the R&D work was
performed at Rock Island, an annual cost savings of 700K$ was
projected in 1975. The one time expenditures of the simulation
equipment at the Ware Center was 2.8M$. Because the'equipment
only recently became fully operational, the projected cost sav-
ings was not fully operational, the projected cost savings was
not fully realized and the equipment was just amortized.

The simulation and data reduction equipment at the Ware
Center could best be utilized at the new Army Armament Simulation
Center at Dover. As such, a large savings in shipping and pro-
ject engineer travel costs will be realized. Also, the full ca-
pability of simulation testing will be realized: the engineers
concerned with the test (at Dover) may readily obtain reduced and
analyzed test results and modify test conditions between bursts
of fire. This is possible because of computer processing and
short communication lines.

The Simulation Center could be constructed in a remote sec-
tion of Picatinny Arsenal that is now used as a short artillery
range. It could contain equipment how located at the Ware Center
consisting of data reduction equipment, one- and
six-degrees-of-freedom simulators and associated equipment (ex-
cept the support pillar). Franklin Institute Research Laborato-
ries (who designed and fabricated most of the equipment) has es-
timated the cost of disassembly, crating, moving, and reassembly
to be 750K$ for equipment that is now valued at about 5M$.
Approximately 12 months would be lost during the move. This
equipment could be immediately used to support projects concerned
with adaptive recoil and stability/control (AH60), high rate me-
chanisms (AH61), aircraft armament and weapon mount interface
(AH19). However, additional new equipment is required tu support
all of ARRADCOM RD Programs. Included in the FY79 SPE Budget for
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the new Simulation Center were the following:

ITEM ESTIMATED K$
Mortar Firing Simulator 220
Mechanical Recoil Simulator Si0
Breech/Tube Firing Load Simulator 200
Multidegree Stability and Control Simulator 500

Such new equipment could be used to test the XMI Tank. Col.
Apply has suggested its use for initial training of crews in Ft4
exercises under simulated field conditions. It could be also
used to simulate the 105Tm bagload operation and to study
Tank/Gun/Target interactions. Ltc Solberg has suggested the use
of such equipment for RAM studies. The Breech/Tube Simulator
could be used in the measurement of pressure curves for the
XM198. The Mul]tidegee Simulator could be used to study the in-
terface between the XM230 gun and the Cobra turret. Firing Simu-
lators could be used for wear and erosion hot gas flow studies
now being performed in special wind turrets. The mortar Firing
Simulator could evaluate laying, elevation, and setback effects
on bare plate design. Additional projects concerned with breech
mechanisms and complex loading (AH670), howitzer, scatterable
mines, and liquid propellants (AHl8) could be more fully support-
ed by physical simulation.

In su;iuary, test and evaluation of weapon systems is a com-
plicated process involving many interacting components and ef-
fected by many interacting test conditions. Physical simulation
is a useful mechanism for performing tests under conditions that
can be made to replicate field conditions. Test by simulation
have the advantage of carefully controlling test conditions so
that measurements may be more easily repeatable and thereby im-
prove data interpretation. While not replacing DT/ET sequences,
simulation technology is cost effective to implement and may be
employed to shorten development time. The use of such devices is
contemplated in the new Army Armament Simulation Center where the
following interfaces in weapon systems will be studied as part of
the R&D effort:

Weapon/Gun Mount
Gun Mount/Gun Control
Gun Control/Gun Sight
Gun Sight/Target
Target/Weapon
Wcapon/Vehicle
Vehlcle]/Gun Mount
Vehicle/External Force
Vehicle/Power Plant
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Full use will be made of all simulation equipment now at the Ware
Center, Rock Island Arsenal. This equipment, having a replace-
ment cost of SM$ can be moved to Dover for the Army Armament
Center for 0.75M$. New equipment for the center is estimated to
cost about 1.SM$ and facility cost is estimated to be 2.25M$.
Salary costs associated with the establishment of this center
would be about O.SM$ for a grand total of 5M$. An experiment at
the Ware Center has shown that physical simulation testing can
save between 1.7 and 2M$/year over the cost of fully instrumented
proving ground field tests. Thus the center is cost effective.
Location of the center at Dover will place a facility for R&D
testing at the location where R&D is being performed, thereby de-
creasing support costs and increasing utility.

The equipment at this center would be committed to develop-
ing better Armament Systems. We are putting simulation technolo-
gy to work on tomorrows designs - today. Through vision, innova-
tion, and intuitive leaps, testing techniques are being kept
abreast of the needs of engineers engaged in development of our
country's future armament systems. All of these are achieved and
cost effectiveness is realized. Simulation is destined to be-
come a truly fantastic chapter in the future of all test pro-
grams.
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COUNTER RECOIL SYSTEM EFFECTS ON PROJECTILE VELOCITY
IN THE NAVAL 5-INCH, 54-CALIBER GUN

ROMAN M. MONTOYA, MR.
NAVAL ORDNANCE STATION
INDIAN HEAD, MD 20640

INTRODUCTION

The objective of this continuing study is to determine the

causes and a possible means of predicting the historically noted day-
to-day and hot gun velocity decay effects on gun ballistics. The
premise is that day-to-day climatic changes coupled with changing gun
mount operating parameters cause variations on the work input level to
the recoil and counter recoil systems. These variations, in turn,
affect the level of proppllarit energy available for use as kinetic

energy of the projectile.

virst, I will present and discuss the data and analyses
thereof taken from test programs which led toward the postulation of
the stated premi3e. Subsequently, I will present and discuss test
data specifically generated in an effort to prove or disprove the
premise.

DISCUSSION

In Figure I we see an example of the random day-to-day
effect on mean velocity. Six rounds of each of two master lots were

fired on each of five occasions in the same new gun barrel. Charge
weights were controlled to within 0.01 pound and bullet weights within
0.1 pound. Note the large and significant mean velocity differential
for the third occasion and the nonsignificant differential for the
fourth occasion. Had the test for the third occasion been a charge
weight verification test, we would have concluded that the charge
weight of the NACO master lot had been assessed low; whereas using
the data of the fourth occasion we would have ccncluded that the
charge weight had been assessed correctly. This illustrates the
importance of finding out the cause of the occasion effect.
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Figure II shows an example of the hot gun velocity decay
effect. The data were generated during gun mount evaluations on the
USS TURNER JOY wherein hundreds of rounds were fired each day. Each
point is the mean of ten rounds. Outer barrel wall temperatures were
measured at several locations on the barrel. There was no significant
relationship of barrel temperature and velocity. Also bore measure-
ments showed that this effect was not associated with barrel erosion.

The data from Figure III were also taken from gun mount
evaluation tests; that is there was no intent to associate velocity
data with counter recoil cylinder wall temperatur.a. These data are
also based on ten round means. It would be expected that as the
counter recoil gas temperature increases, the static pressure would
increase proportionally. If the initial static pressure increases
and the change in volume eiLner remains constant or increases (that is
the total recoil distance remains constant or increases), the work
input to the gas will increase. Theoretically, for the work to remain
constant from firing to firing the recoil distance or change in volume
must decrease proportionally with an increase in static pressure. The
experimental data which I will discuss later shows that the static
pressure increases with the number of rounds fired, while the recoil
distance is either remaining relatively constant or increasing with
the number of rounds fired. Thus, the general trend appears to be that
the work input to the gas is increasing with the number of rounds fired
resulting in velocity decay. Note the strong negative correlation
obtained for the data of Figure III.

There have been some observations where the static pressure
initially increases with number of rounds fired and suddenly remains
constant. It is felt that changing climatic conditions coupled with
changing gun mount temperatures influence heat transfer to the counter
recoil gas, the recoil fluio, and to the lubricant used on sliding
parts, thereby, affecting the amount of work input to the gas.

For instance in Figure IV we see that as the hydraulic oil
used to operate the mount is worked, its temperature increases inputing
heat to the counter recoil cylinder causing the gas temperature to
increase. Note that here we have a strong positive correlation.

For the USS HEWITT tests shown in Figure V counter recoil
gas pressure-time data were taken per my request. Again charge weights
and bullet weights were very closely controlled. The pressure-time
trace line could only be read to an accuracy of about 25 psi. The
change in counter recoil pressure from static to peak was used since

• iit is proportional to the work input to the gas. The data was grouped
by means for 25 psi increments and then plotted as shown. A strong
negative correlation with velocity was obtained despite the relatively
small sample size of the means.
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Figure VI shows that the counter recoil peak pressure for
the USS HEWITT tests is increasing with the number of rounds fired as
a result of the increasing static pressure.

Tn Figure VII we See some of the ddta that were specifically
generated to test the premise. These test programs consisted of firing
ten rounds in one new gun barrel at each of three different days. Only
one lot of propellant was used; charge weight was controlled to an
accuracy of 0.01 pound, bullet weight to an accuracy of 0.1 pound and
all other propelling charge factors known to affect ballistics were
closely controlled. The following balliscic parameters were
monitored:

a. Velocity
b. Pressure-time
c. Barrel outer wall temperature
d. Barrel strain at two locations
a. Counter Recoil Gas Pressure-time
f. Ejection Time
g. High-speed movies of the recoil event and back to battery

event.

Efforts were made to synchronize time zero for the counter recoil
gas pressure-time data and the high speed movie recoil distance-time
data. The objective was to calculate the area under the pressure-
volume curve at the conclusion of the recoil event because this is
the work input to the counter recoil gas. On the basis of the theory,
the work value would be expected to correlate negatively with bullet
velocity.

There are only five rounds of data for the first occasion
because a leak developed and five rounds of counter recoil pressure-
time data were lost. Two of the five data points were affected by
this leak and are not grouped with the other three. The two data
points are presented because they illustrate that the velocity
exhibits the negative correlation with counter recoil pressure even in
an atypical instance. Here we see a strong positive correlation of
the static pressure to the peak pressure divided by two. This latter
value was used because it is expected to be more nearly proportional
to the work done to the gas. Of interest is that the single lowest
velocity obtained is the highest point and the highest single
velocity is the lowest point on the graph. It is obvious that the
strong correlation obtained is across population groups (or
occasions) and would not be significant on a per occasion basis.

Figure VIII shows a schematic of the recoil and counter
recoil systems in the recoil and battery positions. Energy is stored
in the counter recoil system in the form of compressed gas. Energy
is also stored in the recoil system in terms of a fluid pressure
differential, however, this was not monitored.
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* ,Figure IX shows the effect of increasing peak counter recoil
pressure on velocity across the three occasions. Again, the first two
points of the first occasion are not grouped with the other three
because at that point a pressure leak developed. We continue to see
that these correlations are only significant across the population
groups or occasions.

Figure X shows the relationship of the calculated work input
to the counter recoil gas at the conclusion of the recoil event to
velocity. The relationship is strongly negative complying with the
stated theory and significant to the 99.9 percent confidence level.
Further, it was determined that there were three data points which were
statistical outliers, the cause of which is, frankly, unknown, which if
omitted from the calculation of the correlation coefficient increases
the magnitude to -0.8708.

Figure Xl shows some of the pressure-volume curves. As can
be noted the largest area obtained corresponded to the lowest velocity
and the smallest area obtained corresponded to the highest velocity
obtained. A PV curve for an intermediate velocity is also shown.
Since the volume displacement or total recoil distance is remaining
essentially constant, one can see that the initial static pressure
level (shown on the graph) is essentially dictating the area under the
curve.,

Figure XII shows that the work input is in fact increasing
with the number of rounds fired or with increasing static pressure
levels.

Future plans will include an attempt to monitor the stored
energy in the recoil system and to tie-in the other factors felt to
influence the work input to the recoil and counter recoil system; such
as changing day-to-day temperature and changing hydraulic oil
temperature resulting from working the oil during mount operation.

In summary, it is known that the initial velocity varies
from day-to-day, even for so called master propellant, and with con-
tinued firing schedules the velocity decays. Tests conducted by the
Naval Ordnance Station, Indian Head have shown that one parameter,
counter recoil pressure, does reflect a significant relationship with
velocity.

These real world effects, such as loss of kinetic energy of
the projectile, because of fluctuating counter recoil pressure on
velocity, inhibits gun fire accuracy. The paramount concern appears
to be the inability to predict the velocity of early rounds and
therefore, the accuracy of fire power. It is hoped that our and
other efforts in the gun community will lead to the establishment of
parameters that if monitored will greatly reduce, if not eliminate
these mount related effects.
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FIGURE IV. USS NORTON SOUND INFLUENCE OF
OIL TEMPERATURE ON COUNTER RECOIL GAS TEMPERATURE AND PRESSURE
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ABSTRACT:

Modern Weapon System development requires a gun to have first
round accuracy in hitting its targets. It is desirable to design a
passive system capable to adjust some of its parameters in compensating
deviations of other uncontrolled variables. One may use the method of
matching sensitivity coefficients for the exterior and interior ballis-
tics. The sensitivity for exterior ballistics can be found by setting
to zero the deviation of the range, which is equivalent to hitting the
target physically. This gives the functional relationship of the
elevation angle deviation to the velocity deviation as a function of
nominal values of the elevation angle. It is noted that the percentage
velocity deviation is unpredictable and is the quantity to be compensa-
ted. If the nominal angle is less than an optimal angle as in the case
of tank guns with low trajectories the exterior sensitivity coefficient
is negative. This shows that a decrease in elevation angle is required
for increase of percentage velocity deviation. The gun should thus
yield automatically an amount of elevation angle deviation at muzzle if
the shell generated a percentage velocity deviation at muzzle. Interior
ballistics for a moving shell mass gives a partial differential equation
in terms of the deflection of the gun tube. The sensitivity coefficient
for the interior ballistics at the muzzle can be found by evaluating
from a modified partial differential equation. We will select a
design by letting the exterior ballistic coefficient equal to the
interior ballistic coefficient. The above sensitivity coefficient
matching shows that one can obtain a correct design for passive control
of a gun in order to give better accuracy in hitting a target.
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ON THE SENSITIVITY COEFFICIENT OF EXTERIOR BALLISTICS AND
ITS POTENTIAL MATCHING TO INTIERIOR BALLISTICS SENSITIVITY

Dr. C. N. Shen
U. S. Army Armament Research and Development Command

Bonet Weapons Laboratory, LCWSI,
Watervliet Arsenal, Watervliet, NY 12189

INTRODUCTION

Modern Weapon System development requires a gun to have first
round accuracy in hitting its targets It is desirable to design a
passive system capable to adjust some of its parameters in compensating
deviations of other uncontrolled variables. In exterior ballistics the
range of a prcjectile can be expressed in terms of the velocity v, the
elevation angle e and the elevation y of the shell as it leaves the gun.
The effect of the velocity term to the accuracy of the gun dynamics is
very much pronounced. Moreover, the change of velocity itself is very
much uncertain and complicated. Instead of measuring and determining
the velocity by any instrumentation one may use the method of matching
sensitivity coefficients for the exterior and interior ballistics. The
sensitivity for exterior ballistics can be found by setting to zero the
deviation of the range, which is equivalent to hitting the target
physically. This gives the functional relationship of the elevation
angle deviation 66 to the velocity deviation Av as a function of nominal
values of the elevation angle 00. To illustrate the point one may take
a simple example using a target in the sare elevation with no head wind
and no other anomolies. The sensitivity coefficient Sext for exterior
ballistics for this case can be expressed as

--xt ' = - tan 200(1
Sext = (AV)/V

It is noted that the percentage velocity deviation (Av)/v is unpredict-
abibs and is the quantity to be compensated. By setting the nominal
angle eo greater than 45, as in the case of firing a howitzer over a
hill, the sensitivity coefficient Sext is positive. This means that
for hitting the target an additional elevation angle AO is needed (i.e.
e increases) if percentage velocity deviation (Av)/v is positive. On
the other hand, if the nominal angle 00 is less than 45 as in the case
of tank guns with low trajectories the sensitivity coefficient Sext is
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negative. This shows that a decrease in elevation angle 60 is required
for increase of percentage velocity deviation (Av)/v.

MATCHING SENSITIVITY COEFFICIENTS

The effect to interior ballistics for gun dynamics from exte-
rior ballistics can be observed by matching the two ballistics so that
the sensitivity coefficients become the same, i.e.,

Sint 0 Sext. (2)

where Sint is the sensitivity coefficient for interior ballistics.
The gun should thus yield an amount of AO at muzzle if the shell
generated a percentage velocity deviation (Av)/v at muzzle.

A typical equation for interior ballistics [1] for a moving
shell mass gives

EIy"' + pAy + mY( + 2vj' + g + v 2y")d(x-vt) a 0 (3)

where y is the deflection of the gun tube. Taking partial differenti-
ation with respect to v and multiplying by v, we have

EIu'"' + pAU + mP(U + 2vI + v 2 u")6(x-vt) - - mp v(2y' + 2vy")8(x-vt)

(4)
where u v (5)av

Deviation of deflection due to change of velocity Av yields

V V u(6)

The deviation of elevation angle Ae at muzzle location is

4A m A u (Ay) AV u(4v) (7)im m axm axV m

ax (8)
m m m

where a indicate that the location and time of the shell is at the
muzzle. The above gives the sensitivity coefficient for the interior
ballistics as

___1_, auSint " Fv)/vIm rm(9)
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One can solve for the solution for du from the PDE in u with different

design parameters, boundary conditions and initial conditions. We will
select a design that gives

DU Stnt uS ext *-tan 2O0  (10)

The above sensitivity coefficient matching shows that one can obtain a
correct design for passive control of a gun in order to give better
accuracy in hitting a target. However, this paper investigates the
problems concerning the exterior ballistic coefficient Soxt only and
leaves the matching to interior ballistic coefficients for future work.

STATEMENT OF THE PROBLEM AND THE METHOD OF APPROACH

It is desired to find first the analytic expression of the
range for exterior ballistics in terms of the initial velocity vo (i.e.,
muzzle velocity) and the initial elevation angle So (i.e., elevation
angle at muzzle) for different target slopes m from the initial firing
point to the target point, not necessarily on a horizontal terrain.

(a) The effect of head wind and other drag forces are consid-
ered in forming the dynamical equations for the trajectories. These
equations are transformed with elevation angle 8 as independent vari-
ables rather than the usual time t. The principal equation of exterior
ballistics is then derived. This differential equation gives the
differentiacion of the product of velocity v and the cosine of 0 with
respect to e in terms of the drag D, the velocity v and the gravity mg.
With the drag D expressed in terms of the square of velocity v the
analytic solution for v can be obtained by further transformation and
integration.

(b) After determining v in terms of 0 and the initial condi-
tions vo and 0e, the differential equations for the horizontal distance
x and the altitude y are expressed as functions of variables v and e.
Expressions for analytic solutions of the trajectory can be written.
The exact solution is determined when no head wind exists. Other
analytic solutions may be found if certain approximations are used.

(c) A nondimensional range X is defined as the range (xi-xo)
multiplied by the gravity acceleration g and divided by the square o?
initial velocity vo. Similarly a nondimensional elevation Y can also
be given. Thus the target slope m is the nondimensional elevation Y
divided by the nondimensional range X. With these definitions the non-
dimensional range X can be expressed as a function of tan eo and m for
the cases where no drag exists. This is a key equation from which the
properties of the trajectories can be found. For example,X = 0 at
tanO0 = m.
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A.P (d) The maximum nondimensional range Xmax occurs at 00 wherethe target slope m* is equal to the negative of cot 2e*, The value of
the maximum nondimensional range Xmax is equal to cot eo, which is notunity if 0o 0 45*. This needs a further normalizing factor to make the
maximum nondimensional range unity. The range ratio R is defined asthe nondimensional range X divided by its maximum nondimensional rangeXmax for the same target slope m. After this is done any range ratio
can be compared to unity in determining the efficiency of using its
energy supply.

(e) The error increments in hitting a target may be obtained
by taking natural logarithms of the range (xi-xo) and the elevation
(yi-yo) and then taking their differentials. In order to hit a targetthese increments A(xi-xo) and A(yi-yo) become zeroes. An expression
for A0o/(Avo/v ) can be found as a function of tan 00 and m. Thisfunction is called the sensitivity coefficient S for exterior ballistics.
This is the other key equation from which the properties of the sensi-
tivity can be found. For example S - 0 at tan 0o im. The sensitivity
S becomes infinite at m* - -cot20* which is at the same location for
maximum range.

DYNAMICAL EQUATIONS FOR TRAJECTORIES

For a constant mass travelling in a vertical plane with thedrag and velocity vectors contained in the plane of symmetry as shownin Figure 1. The dynamical equations of motion are (2)
dx
dx-" vcosO * 0 (11)

vsine = 0 (12)
dt

dvT cose - D - m(gsin + -0 (13)

and
T sine + L - m(gcose + v d (10v- 0(14)

dt
where m = the mass of the projectile

g - the acceleration due to gravity
T - the thrust, if any
L - the lift of the projectile
D - the drag of the projectile
v - the velocity of the projectile
e 0 the path inclination (elevation angle)
x w the horizontal distance
y = the altitude or vertical distance

0
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It is noticed that the deviations due to anomalies in the azimuth
direction is not considered here.

For the case where the thrust does not exist and the lift is
negligible Equations (13) and (14) reduce to

gsn+ dv D (SSgsine ÷ •u- - (15)

g cose + vd.e 0 (16)

Using Newton's law of motion the accelerations components are
derived as

dax D cos8
dt - m (17)

Sd~y -D sine
d2  - - g (18)dt2 m

By differentiating Equation (11) with respect to t and using Equation
(17) we have

?d
(v cose)- D cose (19)

S(19)m
Solving for de/dt in Equation (16) one obtains

de. -2 cose

dt v (20)

In order to find the solutions of the variables v, x and y it is easier
to obtain analytic expressions in terms of the elevation angle e rather
than the time t. Equations (19), (11) and (12) are divided by Equation
(20) in achieving this new transformation as

d.Cv cose) .Dv (1
~ ~ (21)

dO mg

dx vi

Tom - (22)

" " T tane (23)

Equation (21) is called the principal equation of exterior
ballistics (3). It can be integrated if the drag D is a known function
of velocity v.

0
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ANALYTICAL SOLUTION FOR VELOCITY FOR HEAD WIND DRAG

If the projectile mass m is constant in a constant gravita-
tional field g, the head wind drag force can be expressed as

D CV2  (24)
m

where

(c - ( d2 (25)

cw - the dimensionless resistance coefficient
d u the diameter of the projectile

and p n the air density

Thus the principal equation of exterior ballistics (Equation 21) becomes

d (v cose) a -•- (26)

In order to solve the above equation a further transformation is
necessary by letting

u a v cos8 (27)

Equation (26) then becomes seperable as

CU cossO (28)

If this equation is integrated from the initial conditions eo and
uo * v0 cos6o, one obtains

u -2 u =[I sinnel ] 1 [O -dO

~ [15m +G lfG (29)
gc[--2 Uo 2 cos• * o 2o cose (g

Substituting the upper and lower limits we have

oL _- ] 1 _sine sin~o
2c u 2 cos cosCU

1 -+ sin 1 n sin (30)' - s'in-8" sine')]

One can solve for v 2 by using Equatioii (27) with the following results

•2- v0
2oS 2

0  1 (31)

cos 2 e 1 + c¢(vOvoGo)
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where
SV 0 o2°S'eo rsine + 1n .I + sinei()
b(eVoGo) - K - g COS- O 2 1 - sine'

"and
v K 2 Cos 2 8o0 sineo + 1 1 + sineo

K. g o-e 2 1 n sin~o~"g cos--8o 0  I 1 l~ ) (33)

EQUATIONS FOR THE TRAJECTORY IN THE x-y PLANE

If Equations (31) - (33) are substituted into Equations (22)
and (23) we have

dx I V0 COS 0o 1
S: g cos'e I + c¢(e,v• 0 ,1 ) (34)

1 :Coso20 tan e
de g cos'e 1 + co(B,voteo)

The variables in these equations are not seperable and integrations into
analytical form are harder to achieve. However, if the coefficient c
in Equation (24) for the head wind is small one may approximate it by

dx 1 Vo2C°S2e 0
d- g cos 2e [ I - c0(e,vo, 0o)] (36)

Vd= 2 Cos2CSota-e

d - g cos 2e [1 - co(evoleo)] (37)

which are relatively easier to solve for the solutions th.an Equations
(34) and (35).

EXPRESSIONS FOR ANALYTIC SOLUTIONS OF THE TRAJECTORY

By integrating Equation (36) we have

xi-Xo . g [(tanei - tan0o) - c&(ei,eo,vo)] (38)

where i *(, 0 ,9o) dO (39)

(6,oVo) -f =- (39)

O Cos'2

ei u value of 0 at impact point (target)
and

xi a value of x at impact point
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Similarly by integrating Equation (37) one obtains

V0
2os 2O6o

Yi-Yo = " -2g [Ctan 6, - tana60) - cn(Oi,8o,Vo)] (40)

where

n(eieovo) = i *(,v°n1 °) (41)eo cos 2e

The integration of Equations (39) and (41) with the aid of Equation (32)
involves long expressions. This will be accomplished in the future for
extension of this work.

THE NONDIMENSIONAL RANGE AND THE MAXIMUM RANGE

For the case with no head wind or drag, the coefficient c
becomes zero in Equations (38) and (40). Solving for tan0i in Equation
(38) gives

tanei = tanGo - Xsec2e 0  (42)

Where X is the nondimensional range from initial point to impact point,
thus

g(xi-xo)
X= 2  (43)

Vo2

Solving for tan26i in Equation (40) yields

tanzei = tan2 8C - 2Ysec2 e 0 (44)

Where Y is the nondimensional elevation from initial point to impact
point, thus

y U g(yi-yo) (45)
vo2

By squaring Equation (42) and equating to Equation (44) we have

[tan8o - XsecC2o] 2 - tan2 eo - 2YseC 2 o0  (46)

which results

[-2tan 0o + Xsec 2
0o] X - -2Y (47)

We can define a quantity m to be the target slope of the impact point
from the initial point.
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m x7YO-- Y (48)

Solving for the nondimensional range from Equation (47) and noting the

definition of the target slope from Equation (48) one obtains

2 (tan0o-m)

1 + tan2
0 (

Equation (49) is the key result to determine the range for any target
siope m and initial elevation angle eo.

(a) It is noted that the nondimensional range X becomes zero

when the numerator of Equation (40) is zero

X = 0 at taneo = m (50)

(b) If the initial elevation angle 60 becomes zero the non-
dimensional range becomes

X = -2m (51)

(c) In a flat terrain the target slope m is zero,, one obtains

X = 2tanOocos 2
0 = sin260  (52)

(d) For a maximum nondimensional range we set

ddx =0 +(1 tan2 e0 ) - (tanO0 - m)2taneo (53)S-d (taneo)
or

tan 260 * - 2mtanOo* - 1 =0 (54)

Solving for tanOo* we have

tan6o* = m + (55)

where 0o* is the elevation angle for maximum range.

Equation (54) can be solved for m which results

1-tan2 o (
M cot26* (56)

2tanO0  0

From the above equation one obtains

C
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tan (57)

Substituting Equation (56) into (49) gives the maximum range
in terms of e0 * as

2(tan~o* 1 - tan2eo*
22tan6o* )

max I + tan 2e0o

which simplifies to

Xmax - coteo* (58)

Equations (57) and (58) are the key equations for determining the
initial elevation angle 60 * and the value Xmax for the maximum range.

THE RANGE RATIO

The maximum nondimensional range given in Equation (58) is not
unity when 0o 0 45'. This needs a further normalizing factor to make
the maximum nondimensional range unity. Let us define the range ratio
R as

R = X/Xmax (59)

where Xmax is the maximum range at the same target slope m belonging to
range X.

Thus as X Xmax, R 1 1 (60)

By the above definition any range ratio R can be compared to
unity to determine whether the amount of energy supply is fully put into
useful work. One can aim the target points first and find the target
slope m. From Equations (55) and (58) we have the elevation angle 8o*
and value Xmax fdr maximum range. Then we take a fraction of this
maximum range which is called range ratio R in Equation (59), from
which the nondimensional range X is determined. Two new elevation
angles e, can be obtained by solving Equation (49) as m and X are
known, for the high and low trajectories as follows

taneo ,, ± [ - (1 + (61)
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THE ERROR INCREMENTS IN HITTING A TARGET

For the case with no head wind or drag, the coefficient c in
Equation (24) becomes zero. Equations (38) and (40) then reduce to

xi-xo g (tane o - tan6i) (62)

S 0o
2cos2e. (tan6 - tan1i) 1 (tanJo + tane4 ) (63)

The ratio of the vertical projection to the horizontal projection is
then,

yi-yc, IY 1 (taneo + tanOi) (64)

One may take natural logarithm of Equations (62) and (63) as

ln(xi-xo) = -lng + 21nvo + 21ncosOo + ln(tan8o - tanei) (65)

ln(yi-yo) = -ln2g + 21nvo + 21ncoseo + ln(taneo - tanei)

+ ln(tanOo + tanOi) (66)

If the above expressions are differentiated, we have the error increments
in hitting a target.

A(xi-xo) Avo 2sineo sec2 OoA 0o- sec 2OiAoi

xij.X Vo coso° 10  + tani(67

A(yi-Yo) Avo 2sineo sec2 eoAG o - sec2GiAei-2- AG0 + -____

Yi-Yo Vo coseo taneo - tan~i

sec2 OoAG 0 + sec2 eiA(i
+ (68)tanGo + tanO i(

These error increments are in terms of the incremental changes Avo of
the initial velocity, AGo of the initial elevation angle and ABi of the
impact angle.

(lI6
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SENSITIVITY COEFFICIENT

In order to hit a target, the increments A(xi-xo) and A(yi-yo)
become zeroes for a bull's eye landing. Comparing Equations (67) and
(68) one obtains

Avo sec20oAeo - sec2eiAi
2 --- o- 2tanGoAeo + 0 (69)

and
sec2eoABo + sec 2eiLi = 0 (70)

Solving for A8i inL Equation (70) and substituting into Equation (69)
we have

AVo 2sece20 AGo
2 V•o 2tan0oAeo + taneo - tan1i 0 (71)

or Av 2(l + tan0otanei)
2--o+ tan+ - tanei A60 0 (72)

Solving for Aeo one obtains

Leo s AVo (73)
Vo

where

- (tanOo - tan~i) (74)
1 + tan~otan~i

The above equation is the sensitivity of exterior ballistics. It is
seen that if an error Avo of the initial velocity is made'at firing, it
can be compensated by the initial elevation angle A8o to yield a zero
error increment at the target.

Solving Equation (64) for tanei we have

tan6i tano +2 Yi-Yo (75)

Fox flat horizontal terrain the impact elevation Yi is the same as the
initial elevation yo. Then from Equation (74) one can show that the
impact elevation angle 81 becomes the negative of the initial elevation
angle 6o.

Yi " Yo 0 (76)
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tanGi a - taneo (77)

elm-Go (78)

Substituting Equation (75) into Equation (74) we hava

aeo 2(tanio - M)
S a7v " I- tane 0 + 2mtanGo (79)

Where m is the target slope of the impact point from thd initial point
as already given in Equation (48), Equation (79) is the key result to
determine sensitivity for any target slope m and initial elevation
angle 00.

(a) It is noted that the sensitivity S becomes zero when the
numorator of Equation (79) is zero.

S=0at tan8omm (80)

However, the nondimensional range is also zero as given In Equation (S0).
Thus it will not give any practical advantage to use this sensitivity.

(b) If the initial elevation angle 00 becomes zero the
sensitivity becomes

S * + 2m (81)

(c) For a flat terrain the target slope m is zero, one obtains

- 2tango
1 - tan'o - tan260  (82)

For the angle e0  450,

s M ±(83)

This is the elevation angle for maximum range when r. 0.

(d) It ib noted that if the denominator of Equation (79) is
zero the sensitivity becomes ± •. That is,

1 - tan28o* + 2mtano 0 (84)

or
M - cot26o* (85)
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However, this is the same as Equations (54) and (56) for location of
maximum nondimensional range. Because the sensitivity becomes unbound
at maximum range, it is thus very undesirable to design any sensitivity
in the neighborhood of maximum range.

NUMERICAL RESULTS FOR NONDIMENSIONAL RANGE AND RANGE RATIO

The numerical values of ranges are listed in Tables I and 2.
The following ranges are evaluated.

(a) Maximum Ranges

For each terrain slope m there is a corresponding maximum
nondimensional range Xmax equal to cOteo* by Equation (58). This range
is at a location where tMe initial elevation angle 00 is given by
Equation (57). These are marked with a bracket in Table 1 for terrain
angle tan-1 m from -60' to +600, in IS5 intervals. The quantity Xmax
ranges from 3.7333 at tan"1 m = -600, to unity at 0Q and 0.2680 at 60*.
This is due to the shape of the trajectories as shown in Figure 2. The
trajectory for a flat horizontal terrain is indicated by Figure 2b,
where the nondimensional range is unity. The downhill trajectory in
Figure 2a has the value of Xmax - 1.7322. From Equation (43) the non-
dimensional range is the actual range (xi-xo) divided by the kinetic
energy term (vo /g), which is a constant for any given gun. This
kinetic energy remains the same initially whether the target point stays
below or above the firing point. Thus the downhill trajectory is longer
due to the aid of the gravitational force. Similarly, the uphill
trajectory shown in Figure 2c is shorter because of the lack of
gravitational help. A normalizing factor is introduced so that all the
maximum nondimensional ranges are kept as unity as given by Equation
(59). This range ratio R is also marked with a bracket in Table 2 for
every terrain slope m.

(b) Minimum Range

A minimum range of zero can be obtained at 6o, g90. It
indicates the trival case when a gun shoots overhoad. A second minimum
range of zero can be obtained at taneo = m. This time the initial
elevation angle is aligned straight to the target with no allowance
of gravity.

(c) Ranges For Horizontal Initial Elevation Angle 8o0 0

For this case the nondimensional range is twice the abso-
lute value of the terrain slope as given by Equation (51) when the
target point is Delow the firing point.
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(d) Range For Flat Terrain Where m = 0

In this case the usual formulae given by Equation (S2)
applies. The maximum nondimensional range is unity at 00 w 45'. The
range ratio is the same as maximum nondimensional range.

(e) Ranges at Different Terrain Slopes m

The nondimensional range given by Equation (49) are listed
in Table 1 for different initial elevation angle 00, in 15* intervals
and different terrain angles, also in 15* intervals. Similarly, values
in range ratio given by Equations (58) and (59) are listed in Table 2.
It is observed from these tables that for each m there exists a
symmetry about the optimal initial elevation angle eo* where the
maximum range locates. Since at 80 - 90' and at 00 * tan'4m the
ranges are zeroes. The symmetry is located at

eh - 0o* • eo* - ej (86)

where Oh a initial elevation angles for high trajectory and Oj - initial
elevati n angles for low trajectory. As an example for a terrain angle
of tan'm - -30!. The value of optimal initial elevation angle is at
0e - 30*, with a maximum nondimensional range of Xmat*a 1.7322 and range

ratio of R a 1. The gun is fired at initial elevation angle of 0h - 450
(for a high trajectory) and ej a 15' (for a low trajectory). Both cases
give the same nondimensional range of X 1.5774 and range ratio of
R = 0.9106 < 1.

(f) Interpolation

It is noted that for maximum range the optimal initial
elevation angle 0o* derived from Equation (56) is

8* 1 (90' + tan-1 m) (87)

While at zpro range Equation (50) becomes

eo a tan'm (88)

A linear interpolation from the above gives

eo = 1 [(l-a)(90") + atanmlm + tan'Im] (89)

for 0 < a < 1

The ranges evaluated by the above equation for a - 1/2 are listed in
Table 1 and 2 and marked with the symbol *. It shows a rel#tively
small changes of range ratio R for the interval -60' < tan 'm < + 60',
giving the values of R from 0.6028 to 0.7455.

1
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(g) Plot of Range Ratio R vs eo For Various Values of tan"tm

Figure I plots the range ratio R in Table 2 as a function
of ivitial elevation angle 80 for different values of terrain angle
tan-Am. The middle curve where tan-lm a 0 is sinusoidal. This is
evaluated from Equation (59) with a maximum of unity at 60 - 45. It
is noted that the initial elevation angle 80 spreads out over wider
intervals for downhill target points and compressed into short intervals
for uphill target points.

NUMERICAL RESULTS FOR SENSITIVITY COEFFICIENTS

The numerical values for Sensitivity coefficients are listed
in Table 3. They are as follows.

(a) Sensitivity Coefficient at Maximum Ranges

It has been noted from Equation (85) that the sensitivity
coefficient become infinite at maximum ranges. Therefore, design for
maximum ranges are not suitable if sensitivity coefficients are of
importance.

(b) Sensitivity Coefficient at Minimum Ranges

Sensitivity coefficients ajso become zero at minimum
ranges located at 8o = 90* and 8o - tan m. Zero sensitivity should be
avoided since zero ranges give no practical applications.

(c) Sensitivity for Horizontal Initial Elevation Angle 00 - 0

For this case the sensitivity coefficient is twice the
terrain slope as given by Equation (81). This is for target points
below the firing point.

(d) Sensitivity for Flat Terrain Where m a 0

The sensitivity for this case is negative when .8 < 456
and positive when eo > 450 as given by Equation (82). The sensitivity
becomes - - as eo approaches 450 from below and goes to + as 8
approaches 45' from above.

(e) Sensitivity at Different Terrain Slopes m

The sensitivity given by Equation (79) are listed in
Table 3 for different initial angle e It is also observed that an
anti-symmetry exists for sensitivity Yust as symmetry exists for the
range. For each m the anti-symmetry is about the optimal initial
elevation angle 0o* where the maximum range locates. Equation (86) for
the ranges applies al o here for sensitivities. As an oxample for a
terrain angle of tan--m - -30' the value of optimal initial elevation
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-angle is at 0 * 30*. If the gun is fired at initial elevation angle
of 8h s 45' for a high trajectory the sensitivity is listed as 2.7319
in Table 3. On the other hand if the gun is fired at St a 15i for a
low trajectory the sensitivity is listed as -2.7319, which is the same
in magnitude but different in polarity as that for a high trajectory.

* '. The above facts are important in that there exists a sign change for
designing sensitivity for high and low trajectories.

(f) Interpolation

The interpolation formulae given by Equation (89) also
applies to sensitivity study. For a w 1/2 the sensitivity coefficients
are listed in Table 3 ania marked with the symbol *. It shows that for
the interval -60° < tan- m < 600, the sensitivity coefficient S has the
interval from -1.1646 to -0.3859. If a logarithm is taken on the
absolute value of S, which varys from zero to infinity, the change of
lnISI becomes small in the interval mentioned above.

(g) Plot of Sensitivity Coefficient S vs 60 For Various Values
of tan" m

Figure 4 plots the sensitivity coefficient S as a function
of initial elevation angle 00 for different values of terrain angle
tan"Im. The values of S become unbounded at maximum range where the
initial elevation angle is G0 *. It is also noted that the initial
elevation angle eo spreads out over wider intervals for downhill target
points and compressed into short intervals for uphill target points.
These are evaluated by Equation (79) and listed in Table 3.

CONSTANT SENSITIVITY

A gun can be designed to produce a constant interior sensitivity
as shown in Equation (9) by selecting a muzzle elevation angle deviation
proportional to the muzzle velocity deviation ratio. To blatch the
exterior sensitivity to the interior sensitivity, the former should
also be kept constant. Thus from Equation (79) we have

- 2(taneo - m) (90)
I - tan 2e0 + 2mtaneo

where Z Is a constant.

Solving for m from Equation (90) one obtains

2tan8o + k - ta.nOo (91)

2 - Utanfo

0"
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The difference between two slopes gives

tan6o - M -Z( + tan2e0) (92)
2 - 2Xtaneo

The range ratio K' for constant exterior sensitivity k from Equation (49)
becomes

X =(93)1 - ktanO3

The range ratio R from Equations (58) and (59) for the above is

-4tan6o*R = -(:94)
1 - ktaneo

where tan~o* is given in Equation (55) for any terrain slope m.

Usually the terrain slope m is given first and the value of
Z is then assigned according to the matching of sensitivities. Instead
of using the relationship in Equations (94) and (55) we proceed to solve
for tano from Equation (79) in terms of the terrain slope m and constant
sensitivity coefficient 1.

tan.o0 - 2(m + Z-l)tanOo + (2mi-I - 1) = 0 (9s)

Solving for the above quadratics one obtains

tanGo - (m + £-1 ) + [(m + t-i) + (1 - 2m ]/2(96)

Table 4 gives taneo, 60, taneo*, X, Xiax and range ratio R
for constant sensitivity.

S = 1 - (97)

It is noted that by keeping the interval of terrain slope tan-lm within
15* the change of R in Table 4 is less than 0.060. For example to fire
a target downhill at -15* and horizontally at 00 the range ratios R are
0.6550 and 0.7071 respectively if the sensitivity coefficient is kept
constant at S Z - -1.
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CONCLUSIONS

The principal equation of exterior ballistics is derived with
the elevation angle as independent variable. Solutions for tangential
velocity are determined in terms of this elevation angle and initial
parameters for the case of drag proportional to square of velocity.
The trajectory equations are expressed as function of velocity. The
closed form solutions for range and elevation of the impact point are
found for the case of zero drag.

The nondimensional range and elevation are obtained from the
actual range and elevation divided by an energy terms involving the
square of initial velocity. A terrain slope is defined as the eleva-
tion divided by the range. The nondimensional range is then a function
of this terrain slope as well as the tangent of the initial elevation
angle. The maximum range is located at an optimal initial elevation
angle, which is a function of the terrain slope. The range ratio is
the nondimensional range divided by the corresponding maximum range.
This range ratio has a maximum of unity and is used to determine
whether the amount of energy supply is fully put into useful work.

The error increments in hitting a target are derived and set
to zero for a bull's eye landing. The sensitivity coefficient is
defined as the ratio of increments of the initial elevation angle to
the increments of the natural logarithm of the velocity. It is
expressed as a function of the initial elevation angle and the terrain
slope.

Maximum range is found to be located at an optimal initial
elevation angle, which is half the sum of 900 and the terrain angle.
Minimum ranges of zero have two locations: one has the initial
elevation angle equal to the terrain angle and the other has the
initial elevation angle equal to 900. The ranges have A symmetry
about the meximum range for high and low trajectories. Both the non-
dimensional range and the range ratio for different initial elevation
angles under different terrain slopes are listed and plotted. An
interpolation factor is introduced to take advantage of the fact that
it is the location where small variation in range ratio occurs.

Sensitivity coefficients become infinite at maximum ranges
and zero at minimum ranges of zero. The sensitivity coefficients are
anti-symmetrical about an optimal initial elevation angle at the same
location for maximum range. The sensitivity coefficient is positive
for high trajectories and negative for low trajectories. An inter-
polation factor is also employed for selecting sensitivity coefficient
within a reasonable bound. This together with the small variation in
range ratio gives the opportunity for the gun to hit a target reason-
ably well.
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Due to the uncertain of muzzle velocity deviation a gun may
be designed by its i.nterior ballistics to give automatically a propor-
tional deviation of its initial elevation angle wh3n the gun fires.

* This is equivalent to keep the sensitivity coefficiont constant for
any nominal initial elevation angle and terrain slope. The range ratio
can thus be determined in terms of this constant and other parameters.
It is found that if the terrain slopes are held with a certain domain,
the range ratios can also be kept within a small bound.

DISCUSSION AND FUTURE WORK

The present work gives some general characteristics of the
ssunsitivity coefficient vs. range. Future work will consider drag as
function of velocity and solve analytically or numerically, for
solutions ot range and elevation as function of the initial velocity,
initial and impact elevation angles. After that the sensitivity
coefficients will be derivod accordingly, not only in the direction
of the plane of the trajectory, but also in the perpendicular direction
thereof. A schochastic analysis giving the analytical expression of
the covariances may also be desirable.

The initerior ballistic coefficient will be investigated
further in the future. First the dynamics in partial differential
equation must have a torm involving velocity. This velocity can be
that of the shell mass or some kinetic energy terms effecting the
muzzlv velocity of the projectile. Taking the partial differentiation
of this P.D.E. with respect to this velocity, a modified P.D.E. is
obtained. Sensitivity coefficients for interior ballistics can be
found by solving this new P.D.E. for certain partial differentials at
muzzle location, provided that all -he boundary conditions are known.
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ABSTRACT:

This paper describes a pressure feedback' controller
for a modified hydropneumatic recoil mechanism which incorpor-
ates a servo-valve in a flow path in parallel with the con-
ventional control orifice. The feedback control system
achieves greatly improved rod pull characteristics for both
high and low zone charges. The pressure feedback controller
is described, the mathematical model used for design and
evaluation is described and results of computer simulations
of the system response to several zonp charges are compared
with conventional and optimally controlled recoil mechanisms.
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I. INTRODUCTION

The reaction forces resulting from the firing of
an artillery round are transmitted to the gun carriage
through the recoil mechanism. The gun carriage in turn
transmits these forces to the ground or weapon emplacement.
The objective of the recoil mechanism is to control the
force transmitted to the gun carriage so as to minimize the
stress on the carriage and the emplacement. Large recoil
forces are undesirable because they shorten the fatigue
life of the carriage and require more frequent re-emplace-
ment of the weapon. The recoil mechanism reduces the
recoil force by spreading out its time duration, and hence,
the recoil distance. The available recoil distance is
limited and is a major design constraint. The peak force
transmitted to the carriage is a minimum when the recoil
force is constant over the available recoil distance, and
this is the tial goal for the recoil mechanism designer.
Army howitzers, however, fire a variety of projectiles with
several different propellant charges (zone charges). The
recoil mechanism, therefore, must function satisfactorily
for a wide range of firing impulses as well as a full range
of elevation angles.

Modern army howitzers utilize hydropneumatic
recoil mechanisms of the modified Puteaux type, shown
schematically in Figure 1. In these recoil mechanisms, the
kinetic energy imparted to the recoiling parts by weapon
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firing 13 dissipated mainly by throttling hydraulic fluid
through a vAriable area control orifice. Some energy is
stored in the gas spring of the recuperator cylinder to
return the weapon to battery (firing position) in the
counter recoil cycle, The variabie area of the control ori-
fice is usually implemented by machining a groove of vary-
ing depth into the control rod. As the control rod moves
relative to the recuperator cylinder, the area of the ori-
fice formed by the groove changes.

Coberly (1), and Frantz and Nerdahl (2) have
developed mathematical models of the dynamics of hydro-
pneumatic recoil mechanisms, and design procedures for the
control orifice. These procedures allow the design of a
control orifice which achieves a nearly optimal (flat) rod
pull characteristic for a specific breech force or zone
charge. It is not practical, however, to have a separate
contrnl orifice for each zone charge, therefore, the
designer optimizes the control orifice for the highest
impulse expected. The rod pull characteristics obtained
for lower zone charges exhibit peak forces that are signi-
ficantly higher than tlie optimal characteristic for that
round but still smaller than the peak force for the highest
zone charge. While the resulting recoil mechanism perfor-
mance is satisfactory, the large peak forces for the low
zone rounds reduce the fatique life of the carriage and
require more frequent re-emplacement of the weapon.

A more serious problem often arises when a higher
impulse round is introduced for a fielded weapon system.
The rod pull characteristic for such rounds often exhibit
peak forces greater than required by an optimized recoil
system and much greater than the force for which the system
was designed. Because the control orifice is machined into
the control rod, it is expensive and often impractical to
modify it. The potential user of the new round must then
trade Off waapon life and carriage stability in return for
the increased performance of the high impulse round.

A modification to a conventional recoil mechanism,
shown in the inset in Figure 1, suggested by engineers at
the General Thomas J. Rodman Laboratory, would permit the
control orifice to be adapted for the particular round
fired. This system and the derivation and evaluation of an
optimal controller designed for it have been reported in
reference 3. For convenience a brief description is in-
cluded here. The modification to the conventional recoil
mechanism consists of an added flow path through an exter-
nally controlled servo-valve, associated sensors, and the
controller. The added flow path Is in parallel with the
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conventional control orifice. The choice of sensors, which
monitor the state of the system, is not unique and depends
on the control law chosen for the servo-valve. Possible
"states to be monitored include the recoil position, veloc-
ity, and acceleration, oil pressure and rod pull. The con-

SA troller is a device which processes signals from the sensors
and uses them to generate a command to the servo-valve.
Presently an analog or digital electronic device is contem-
plated for the controller, however, a fluidic control system
is an attractive concept for a fielded system.

The main features of this concept are that it can
be added to an existing system, it requires no external
hydraulic power, and, since the servo-valve carries only a
small fraction of the total flow, it can be implemented
with state-of-the-art components. The flow rate through
the servo-valve seems to offer another advantage in that
computer predictions of the feedback controller response
have thus far exhibited no tendency toward instability as
would a higher gain system.

Two basically different design procedures for the
feedback controller have been examined by applying them to
the M37 recoil mechanism for the M102, 105mm howitzer: a
classical design technique for a pressure regulator system;
and an optimal design technique where the goal of the design
procedure is to find gains for position and velocity feed-
back which minimize a cost function.

Computer simulations of the resulting controllers
have been very encouraging for both design procedures.
Reference 3 reported the results for the optimal system
while Section V of this paper reports the results for the
conventional pressure feedback system and compares them
with the standard M37/M102 rod pull characteristics and
with the results for an optimal controller derived using
an improved objective function.

II. SYSTEM DESCRIPTION

A conventional hydropneumatic recoil mechanism is
shown schematically in Figure 1. The assembly of recoiling
parts consisting of the gun barrel, the recuperator cylinder,
the control rod (floating piston) and the recoil cylinder
slide on the piston which is attached to the carriage by
the recoil rod. When the weapon is fired, the breech force,
B(t), is applied to the recoiling parts, and the recoil
force (rod pull) is transferred to the carriage through therecoil rod. The hydraulic fluid in the recoil cylinder and
chambers 1, 2 and 3 acts as a mechanical linkage between
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the recoil cylinder and the control rod. The hydraulic
fluid also dissipates energy due to its flow through vari-
ous orifices, principally through the control orifice, a3.
As the system recoils, the control rod moves relative to
the recuperator cylinder and the effective area of the
variable depth groove which forms the control orifice
changes. Simultaneously, the control rod compresses the
nitrogen in the gas chamber of the recuperator cylinder,
storing energy to return the recoiling parts to battery
(firing position) in the counter recoil cycle.

The equations of motion for this type of recoil
mechanism have been developed and reported elsewhere (1, 2,
3). It can be shown that the system dynamics can be des-
cribed by a single, highly non-linear, second order differ-
ential equation:

tr C O t ( t F K k
B()twsin a (1)

The first term on the left hand side of this
equation is the force required to accelerate the effective
mass, m, of the recoiling parts. The second term is the
force generated by the potential flow across two orifices,
a fixed orifice with effective area C and a variable ori-
fice of effective area C (x). p is the density of the
hydraulic fluid. The thrd term on the left hand side is
an effective coulomb friction term and the fourth term re-
presents the force required to compress the gas spring.
The applied forces on the right hand side are the effective
weight of the recoiling parts acting through the elevation
angle, a. and the breech force, B(t). The relationships
between the coefficients of equation (1) and the parameters
of the recoil mechanism are given in Appendix A.

The addition of the servo-valve in the modified
recoil mechanism has little effect on the form of equation
(1); it is only necessary to replace the effective area of
the variable orifice area CO(x) by a term C,(x,u) where u is
the effective area of the servo-valve. It can be shown
that C,(xu) can be obtained from Co(x) by replacing the
orifice area, a 3 Cx), everywhere by (a 3 (xJ+u), the area of
the new control orifice. The servo-valve dynamics may be
approximated in the model by a first order differential
equation:

u- (2)

S111-81

==W



KASTEN, MADIWALE & WU

where uc is the commanded valve area (the output of the
feedback controller) and T is the time constant of the
servo-valve.

The parameters of the servo-valve were chosen to
be consistent with the parameters of a standard electro-
hydraulic servo-valve capable of handling 20% of the maxi-
mum design flow of the recoil mechanism. It is recognized

* that the servo-valve used for this application might differ
from the typical electrohydraulic servo-valve used in con-
trol applications, however, in the authors judgement these
modifications will not affect the dynamics significantly.

III. DERIVATION OF THE SERVO-VALVE CONTROLLER

Two types of controller have been investigated
for this application: An optimal controller and a classi-
cal pressure feedback controller.

Optimal Controller:

The goal of the optimal control design was to
find the gains for a linear state variable feedback law of
the form

Uc 1 gaX (3)

such that some cost function J(gl,g2) is minimized without
violating the physical constraints of the system. The con-
strained optimization problem was transformed into an un-
constrained optimization problem by adding quadratic pen-
alty functions for violation of constraints to the objec-
tive function. The physical constraints of the problem are;
the recoil distance, x, is limited by Xm, the maximum recoil
length, the servo-valve area, u, is always less than urn;
and, there is no cavitation in chamber 3 or P3(t)>Pmin for
all t.

The objective function must be selected by engin-
eering judgement to achieve the desired effect. The cost
function used for the previous work (3) was

WS" (U- Ur• l Ot (4)

1
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where the first two terms form the objective function while
the last three terms are penalty functions for constraint
violations. The first term of the objective function is a

cost for large values of rod pull, R(t), while the second
term assesses a cost for deviations from a flat rod pullCharacteristic. It was found that an iterative process of
changing the relative weighting factors wi and w2 was re-
quired to obtain a satisfactory solution. The procedure
was effective but time consuming. A new cost function has
since been devised:

~\ax (* (t)) tJ{W3  X) M

where the operator Max (R(t)) selects the maximum value that
O,T

R(t) takes on over the interval 0 to T. The remaining terms
of the cost function are the penalty functions which are
unchanged. The control law obtained from the use of this
objective function is essentially the same as with the pre-
vious cost function, however, the result is obtained
directly without iteration.

An unconstrained non-linear optimization algorithm
known as the Davidon-Fletcher-Powell method was used to
solve for the optimal gains for both cost functions. The
results are presented in SectionIV. It should be noted
that the optimal gains obtained are different for each zone
charge so that the correct zone must be entered into the
controller either by the gun crew or an automatic zone
sensor.

Classical Pressure Feedback Controller:

The relationship between the rod pull, R(t), and
the oil pressure in the recoil cylinder, Pr(t), is

From this expression it is evident that holding
the oil pressure constant over the recoil cycle will re-
sult in a constant rod pull. The control problem is a
typical regulator problem where an electrical signal pro-
portional to the pressure difference between the actual
and the desired or set pressure is applied to the servo-

111-83



KASTEN, MADIWALE & WU

valve in such a way that the magnitude of this pressure
difference is reduced. However, due to the highly non-
linear nature of the system equations, the highly developed
tools for linear control system design and analysis such as
Bode plots, Nyquist Criterion and Root Locus can not be
applied.

The required set pressures for the pressure regu-
lator for each zone charge were obtained from the simula-
tion results for the optimal controller. They could also
have been calculated by the monment area method of Frantz
and Nerdahl (2).

Modifications to the pressure regulator where
required for the highest zone round simulated. The breech
force for this round was obtained by increasing the breech
force for the maximum standard round (zone 7) by 10% at
each point in time. For convenience this mythical round is
referted to in this paper as a zone "8". When these large
forces were applied to the recoil mechanism computer simu-
lation, the recoil pressure would rise too rapidly and
cavitation (P 3 <0) would occur in chamber 3. To prevent
this rapid pressure buildup, an additional feedback loop
was added that increased the servo-valve area whenever P3 ,
the pressure in chamber 3, dropped below 100 psi. In
addition, due to the time delay in the initial servo-valve
response, it was nccessary to require that the servo-valve
be held partially open at t = 0.

The feedback gains were found by an iterative
trial and error procedure using the digital computer
simulation. If the simulated performance was not accepta-
ble or if system constraints were violated, the pressurefeedback gain or the set pressure was modified to improve
performance. The system showed no tendency to oscillate
for any of the gains used. This is attributed to the low
servo-valve flow rates required by the modified recoil
mechanism.

The system was found to be quite sensitive to
variations n set pressure but fairly insensitive to gain
variations. It was found that a single fixed feedback gain
gave improved performance for zones 5 through "8", although
a higher gain improved performance for zones 5 and 6.
Zones lower than zone 5 were not examined. It was apparent
from the results for the higher zones that very high servo-
valve flow rates would be required to achieve good results
for low zone rounds. These high flow rates coupled with
the relatively low ,eak forces for the low zones make it
unattractive to attempt to achieve optimal, flat response

C for all zones.
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IV. RESULTS AND DISCUSSION

The dynamic equations for the M102 howitzer's con-
ventional M37 recoil mechanism; for a modified recoil me-
chanism with an optimal feedback controller; and for a
modified recoil mechanism with a pressure feedback controller
were modeled on a digital computer utilizing the Continuous
System Modeling Program (.CSMP). The computer simulation
included the modified equations of motion for the hydraulic
system, the dynamics of the servo-valve (modeled as a first
order lag network), and an initial time delay (6 ms.) before
servo-valve actuation. The initial time delay was included
to simulate the time required for an automatic zone detector
to identify the zone fired and select the proper feedback
gains for that zone. Some time delay would be encountered
in the servo-valve itself since the spool valve cannot
respond to commands until hydraulic pressure builds up and
flow begins.

The computer, simulations of all three systems
were exercised for zone charges 5 through "8" (zone 7 is
the highest zone charge for the M102 howitzer). Breech
force data for the standard rounds was obtained from M.
Nerdahl of Rock Island Arsenal. In addition, the breech
force for a high impulse round was approximated by in-
creasing the zone 7 breechforceat every time instant by
10%. This hypothetical round is referred to in this paper
as a zone "8".

It was found from the computer simulation of the
standard recoil mechanism that the zone "8" round would
produce cavitation in chamber 3. Similarly, with the
initial time delay in the servo-valve model, the zone "8"
round caused cavitation even with the feedback controllers.
However, by firing with the servo-valve initially partially
open, cavitation would be avoided and satisfactory perfor-
mance was obtained. (See Figures 13 and 14). Since an
automatic zone detector was assumed, the same initial servc-
valve opening was used in the simulations for all rounds
with the feedback controllers. The resulting rod pull
characteristics for zone 5 are given tn Figures 3 through
5, zone 6 in Figures 7 through 9, zone 7 in Figures 10
through 12, and zone "8" in Figures 13 ard 14. Figure 6
shows the rod pull characteristic for a zone 5 round with
reduced gain for the pressure feedback system. Table 1
compares the most important parameters of the recoil cycle
for the different rounds and recoil mechanisms.

These results indicate that both feedback control
systems perform about equally well for zone "8". Although
the need to avoid cavitation in chamber 3 prevented
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"both systems from achievino an optimal, flat rod pull char-.
acteristic, the performance is a substantial improvement
over the conventional recoil mechanism, which, as mentioned
above, suffered cavitation.

For zor;e 7, per-fnrmance of both feedback concrol
systems was about equa1 to the standard recoil mechanism.
This is to be expected, since the standard recoil mechanism
was optimizid for this round.

Substantial decreases in peak rod pull are
achieved at zones 5 and 6 by the optimal feedback controller.
The pressure feedback system shows a more modest improve-
ment for these zones, however, the peak servo-valve areas
and flow rates are significantly lower than those of 'the
optimal controller. Increasing the feedback gains for the
pressure controller would cause both the performance of the
pressure feedback system and the required servo-.valve area
to approach that of the optimal system. The effect of gain
on the performance of the pressure feedback system -is evi-
dent from a comparison of Figures 5 and 6.

It is apparent from an examination of Table 1 that
achieving the desired, flat rod pull characteristic at lower
zone rounds would require increasingly large servo-valve
areas and larger, more expensive servo-valves. Since the
peak recoil forces drop off rapidly at lower zore charges,
it is probably not cost effective to attempt to achieve the
flat rod pull characteristic over the full range of firing
impulses.

It should be noted that the computer simulations
of the optimal feedback controller reported in this paper
contained several effects not included in the design model.
The design model assumed an idealized servo-valve. The
performance of the controller, however, was substantially
unaffected, indicating a basically robust design.

Because of the difficulty experienced to date in
obtaining reliable position and velocity data in the hos-
tile, high g environment of the recoil mechanism, the use
of pressure feedback in the modified recoil mechanism may
be a less risky approach, even if some loss of performance
is suffered at the lower zones.

V. FUTURE WORK

Computer simulations have been utilized to demon-
strate the potential for feedback control of recoil mechan-
isms. A limited amount of testing in support of this
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program has indicated that automatic zone sensing based on
the initial acceleration of the recoiling parts is feasible.
It remains to demonstrate that a servo-valve can be made to
perform as modeled in the high pressure, high flow region
and survive the high shock environment of the recoil mechanism.

Both of the controllers discussed above for the modified
recoil mechanism Gould be implemented with either analog or
digital electronic systems. Because of the logic required
to adjust gains and/or set points for the various zone
rounds, a microprocessor based digital controller is pre-
ferred. This digital controller would have several advan-
tages: gains and set points could be easily adjusted as
required by experimental data; different control laws could
be implemented with minimal hardware changes, and the same
controller, with suitable programming changes, could be
utiiized by a variety of artillery systems. A microprocessor
based controller would consist of a microprocessor with a
real time clock and power supply, a programmable interface,
transducers for me4suring system states and, possible, for
automatic zone sensing, and the servo-valve and servo-valve
driver. The analog signals from the transducers are trans-
ferred to the microprocessor through a multiplexer, a sample
and hold circuit and an analog to digital converter. The
microprocessor will process the digital signals based on
software in a read-only-memory and the control output would
be applied to the servo-valve through a digital to analog
converter and to a suitable booster amplifier.
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assistance of Henry J. Plude, III in providing the graphics
for this paper and Susi Hamilton, the typist.
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APPENDIX A

The parameters of the M37 recoil mechanism per-
tinent to the dynamic equations are shown in Figure 1 and
listed below:

Mr - Mass of recoiling parts

SMp - Mass of floating piston

P = Density of hydr3ulic fluid

Po  - Initial gas pressure in gas spring

Vo  - Initial volume of gas

K = Gas constant

Ar = Area of recoil piston

Ac - Area of control rod

Ad = Area of floating piston

Cl=C2=C3 a Discharge coefficients

Ai = Area of orifice l

A2  = Area of orifice 2

The relationship between the M37 physical para-
meters and the coefficients of equation (1) are given below:

irn• Mr t / r (It A,/A.)

vv r t tAp (It Ar/Ad~
w~ rn19

F Fr t F?(ItA,/Ai,)
C (Ar/A,in)[ (AACI) An t (AriAcAn Az C2')'A

CO(x)= (ArtAn) (ArAc/An A3(X)C3)L
C1 (x~u)= (Ar/A C)Ar.A,/Anc,3(A3x)t.)112

Ko Ar/P
K, Ar/Vo
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ABSTRACT:
An advance in the state of the art has been achieved in
providing a method of obtaining gun tube and projectile
interface dynamics. The basis of this innovation is a
telemeter which utilizes analog delay circuitry to delay
the transmission of in-bore information until the projec-
tile clears the gun tube. This removes many of the
problems associated with measuring the in-bore environ-
ment. Since the in-bore information is transmitted by
means of an RF link outside the gun tube environment,
requirements on the transmitter are greatly reduced and
the data link reliability is improved.

A prototype in-bore telemeter has been successfully tested
in a 5" air gun at 19,000 G's. Further soft-recovery
tests using a 155mm Howitzer are planned.

This telemeter is also being packaged for other specific
applications.
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A NEW IN-BORE DATA ACQUISITION
TECHNIQUE FOR GUN TUBE/PROJECTILE DYNAMICS

WILLIAM DONNALLY
USA-ARRADCOM

TELEMETRY BR, ID, TSD
DOVER, NJ 07801

In-bore data has been taken by means of a direct wire
technique and by a telemetry system which uses the gun barrel as a
waveguide for direct RF radiation. These techniques have been
limited in their application and loss of data has been a signifi-
cant problem.

A new type of telemeter (TM) has been designed and tested
which avoids the problems frequently encountered with conventional
approaches for taking in-bore data. The simplicity of the system
is due to the use of a charge-coupled analog delay device (CCD).
By means of this device, in-bore information is telemetered after
the projectile is clear of the gun barrel and the ionized cloud.
In-bore data is received outside the gun over a straightforward
RF transmission link, as shown, Fig. 1. Consequently, the RF
transmitter is not required to operate under high-G loading as is
the case when the direct radiating technique is used.

The problems of transmitter pulling, extreme changes inRF loading and voltage-standing wave ratio (VSWR), battery supply
voltage fluctuations and other difficulties are all avoided.
Overall data link reliability is improved. Concurrently, the
ground station (for receiving and recording data) is simplified.
A further advantage is that the reception of data is independent
of gun tube wear and the rotating or obturator band gas seal
"(ionized propellant gases excaping past the projectiles are known
to cause RF dropouts when a direct-radiating telemetry system is

L used).
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TELEMETER

PROJECTILE

RECEVING

ANT~ENNA

EGROUND

GI oUN I STATIOn,,

Figure 1. In-bore Telemeter application

The cost of an in-bore telemeter package utilizing CCD-
delay circuitry is estimated to be a nominal $350 per channel over
the cost of a direct-radiating telemeter. The additional delay
circuitry required is quite cost effective when the savings in
equipment setup time and the many other advantages are considered.

The operation of the CCD delay circuitry is described
in terms of data sampling. However, this sampling technique is not
strictly digital (i.e., a system using A/D converters and digital
shift registers), but rather a hybrid digital/analog concept.
The CCD circuit has a series of connected cells. This circuit takes
successive samples of the filtered input signal whereby the signal
is represented as a series of charge packets.
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In bucket-brigade fashion, these packets are trans-
ferred from one CCD cell to the next. A clock sets the rate of
charge transference from cell to cell. At the output of the CCD,
a filter is used to reconstruct and smooth the successive charge
packets.

There are many tradeoffs that must be considered in the
design of a multichannel in-bore telemeter. Since the delay is
achieved through data sampling, there is a theoretical limit to the
information frequency called the Nyquist Criterion. This criterion
states that, for an ideal system, the highest information frequency
that can be conveyed is limited to one-half the sampling rate.
Therefore, the input signal bandwidth must be limited by filtering.

Since an ideal sampling system is not physically real-
izable, practical CCD delay circuit design considerations indicate
that the sampling rate should be approximately five times the high-
est data frequency. These design considerations include the
following:

1. Delay circuit input and output filter designs
involve compromises of several interacting parameters, such as
abruptness of cutoff, phase and amplitude linearity and the number
of filter elements.

2. The signal delay is equal to the number of CCD cells
divided by twice the clock frequency. For the CCD circuit, the
clock frequency is equal to the data sample rate. Consequently,
time delay can be traded off for signal bandwidth.

3. The CCD sampling system exhibits aperture distort-
ion because it actually takes finite duration or "flat-topped"
samples ct the input signal. An ideal system would take instanta-
neous samples.

4. Data accuracy increases with sample rate. The mcre
samples taken of a given waveform, the better the waveform can be
reproduced.

Two complete prototype three-channel high-G telemeters
with an FM/FM modulation format have been designed and constructed
for engineering evaluation. Each telemeter has two subcarrier
channels having a twenty millisecond time delay with 5KHZ data
bandwidth and a dynamic range of 1000 to 1 (60 dB).
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A third channel having no time delay circuitry is included. The
remainder of each telemeter consists of a mixer amplifier and a
L-band crystal-controlled transmitter (IS19IHz) radiating through
a scimitar nose-mounted antenna. The size of the overall package
has been reduced through the use of thick-film hybrid circuitry.
A complete data channel is placed on a single ceramic substrate.
For convenience, the telemeter hardware has been packaged in a
modified fuze housing readily accomodated by a standard 105, 155mm
or 8 in projectile.

A circuit block diagram for the first of two prototype
telemeters is shown in Fig. 2. It has a triangular waveform refer-
ence generator circuit with a period of 40 milliseconds connected
to the inputs of the two delay channels.

KR 150 K~z SCIMITAR•

250 Ks ANTNN

TRAWLAEORM M-IEXY-ER• -- TASMTE

1 5 K~t 350 K•z

a DELAY 25 lots

NREIFCRANNEL) O

BLOCK DIAGRAM

Figure 2. Prototype In-bore TM
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In this first telemeter the third channel (no delay)
serves as a reference for the delay circuitry. This package,
shown in Figures 3 & 4, has been successfully test fired at a peak
acceleration of over 19,000 G's in the five-inch air gun located at
the ARRADCOM Dover site.

• ':•'•• :' •:•pack

Figure 3. Prototype In-bore Telemeter with battery pack

scimitarantenna

Telemeter accelerometer nicad
housing housing batteries

antenna
radrmie

TM battery
housgae case

Figure 4. Components u.ied in prototr,>e telemeter package
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? The process of loading the test projectile into the
air gLu and the telemetry ground station used to receive avd record
the data are shown in Figures 6 g 7

Figure 6. Loading prototype in-bore TM into S" air gun
(TN is shown mounted in front end of air gun piston)

I

Figure 7. Ground station for receiving, demodulating and

recording test data at rear of 5" air gun
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Figure 8 shows the received triangular waveform as
recorded on an Oscillograph during the application of 19,000 G's.
This data indicated that the CCD-delay circuitry functioned prop-
erly under high-G loading (19,000 G's).

-ref. waveform
- (on 350 KHz

subcarrier)

Fig 8. 5" AIR-GUN TEST TELEMETRY DATA

The seco'nd prototype telemeter ha.• a Columbia Research
triaxial piezo-electric accelerometer installed in lieu of the
triangular waveform simulator.

Additional gun tests are planned using one or both of

two soft-recovery 155mm howitzer facilities as follows:

a. The ARRADCOM Dover site 155mm Rail Gun: The rear
Ssection of a M483AI carrier projectile would be modified to accept

Sthe second prototype TM, which is equipped with an accelerometer.
This TM will be able to characterize both in-bore and water-trough
acceleration environments at all zones.

I V-9
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b. The "Vertical Recovery System" located at Aberdeen,
MD: In this soft-recovery system, a 155mm projectile does not
turn over during flight and impacts on it's base. Consequently,
the nose-mounted TM should not be damaged.

A wideband (20KHz frequency response) analog delay cir-
cuit has been designed and bench tf'sted. This circuit is known to
be needed for many important shell test programs. In order to
obtain this wideband response together with a 20 millisecond delay,
a new 2000 stage large-scale integrated (LSI) CCD circuit is
employed. This LSI-CCD has the advantage of excellent signal-to
noise performance with low distortion. A prototype wideband delay
circuit is being packaged in hybrid form.

In addition to the CCD delay concept, some additical
innovations to the state of the art are being considers..1 These
techniques simplify or lower the cost of experimental investigat-
ions of projectile tube interface dynamics. They are as follows:

1. An inductive transmission link for simplifying the
ground station and eliminating the costly RF transmitter. Prelim-
inary laboratory tests of a breadboard system have indicated that
this approach is feasible.

2. An alternative technique for delaying analog sig-
nals by means of digital encoding and binary shift registers.
For telemetry applications requiring moderate bandwidths, this
technique can be implemented at a lower cost.

3. A low cost RF transmitter which offers frequency
stability comparable to crystal-controlled transmitters. Modular,
compartmentalized, thick film hybrid circuitry allows the trans-
mitter to be mass produced without the ustal hand adjustments.
The high isolation achieved between the oscillator and antenna
output results in exceptional stability and very low pulling.
Since the RF shift is minimal, a simple broad-band ground station
receiver may be used.

4. A prototype analog compandor circuit for improving
TM channel immunity to noise. This compandor circuit logarithmi-
cally compresses the amplitude range of a transducer signal. The
inverse operation of expansion is performcd it the receiving
ground station to restore the signal waveform amplitude to that
which occurred at the transducer.
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"The result of this sequence of signal processing operations is
improved TM channel signal-to-noise and dynamic range.

"The in-.bore telemeter uses a modular package concept.
At present, the TM can be configured in three different forms;
namely:

1. A front-mounted fuze housing with a scimitar antenna.

2. A pit-mounted configuration which has a center or
ogive-mounted antenna.

3. A rear-mounted package with a stub antenna. A poly-
urethane radome protects the antenna from the severe pressures
generated by the propellant gases.

A new telemeter package has been designed for the
ARRADCOM Dover site 155mm Rail-Gun. The rail-gun is a soft-
recovery system which fires projectiles fitted with a nose-
mounted water scoop (for stopping the projectile in a water
trough). Accordingly, the TM package mounts in the boat-tail sect-
ion of the projectile. A rear-mounted stub antenna is used of the
same design as with the flight qualified telemeter for the M454
155mm Nuclear Shell. The analog delay method is the only practi-
cal approach for obtaining rail gun in-bore data, since direct
radiation of RF signals is prevented by the carrier projectile
scoop. A further benefit is that the rail-gun TM will also
provide deceleration and balloting data as the projectile travels
along the water trough.

In conclusion, a new technique is available for making
useful in-bore measurements. Other approaches for taking in-bore
data have been limited in their application and often lacking in
reliability. For this reason, only a small amount of experimental
data about the actual in-bore environment is available. Even less
information is available about the rate-of-change of axial accel-
eration (called "JERK") during launch. A significant Zdvantage
of the in-bore TM is that axial acceleration and jerk magnitudes
can be realistically simulated using the 155mm rail-gun by vary-
ing the payload weight of the M483AI carrier projectile (the

propellant charge can also be vaiied).

The CCD analog delay technique is the only practical
means of making in-bore measurements for tne rail-gun, since
direct RF radiation in-bore is prevented by the carrier pro-
jectile's front-mounted scoop.
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ABSTRACT:

The muzzle blast loadings on spin stabilized projectiles are
analyzed and used to compute resultant trajectory deflections. Both
conical and nonconical boattail rounds are treated. The approximnations
made in the analisis permit the loadings on the projectile to be
integrated; the result is used to develop a "universal" inomentum
transfer function that can be directly related to projectile julep.
Although nonconical boattail configurations are more sensitive to muzzle
blast than conical designs, the computed trajectory deviation in either
case is small compared to the total measured dispersion of typical
systems.
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MUZZLE-BLAST INDUCED TRAJECTORY PLRITURBATION OF
NONCONICAL AND CONICAL BOM TAIL PROJILES

*KEVIN S. FANSLER, Ph.D.
EDWARD M. SCHMIDT, Ph.D.

LAUNCH AND FLIGHT" DIVISION
BALLISTIC RESEARCH LABORATORY

ABERDEEN PROVING GROUND, MD 21005

I. I NTRODUCTION

On the modcrn battlefield, weapon systems must deliver ordnance
with a high degree of precision if they are to survive; ideally the
weapon designer should be capable of quantifying the sources of delivery
inaccuracy in order to meet these precision standards. On- source of
perturbation to the desired trajectory is projectile deviation due to
gasdynamic loadings experienced in the weapon muzzle blast. For fin-
stabilized projectiles, dispersion caused by the blast environment has
been investigated (]-2); however, treatment of spin-stabilized pro-
jectiles has been largely neglected. With the introduction of novel
boattail designs (3), there is also interest in comparing the sensi-
tivity to muzzle blast of the nonconical boattail configurations with
the conical boattail configurations.

The present paper examines the influence of muzzle blast loadings
upon the trajectory of both ;,f these spin-stabilized rcunds. The
analytical approach is similar to that used previously for fin-
stabilized projectiles; namely, the most significant gasdynamic
loadings are assumed to occur within the quasi-steady, supersonic
core of the propellant gas jet. Pressure distributions on the pro-
jectiles are estimated by application of both theoretical and empirical
estimations obtained for steady state flews. This procedure is not
locally exact; however, it produces a reasonable estimate of the over-
all muzzle blast induced impulse. Transverse angular and linear
momentum imparted by the blast are calculated for triangular, square,
and conical boattails and used to determine the contribution to the
dispersion of 155mm, M549 type projectiles.

TI. ANALYSIS OF GASDYNAMIC LOADS

Two distinct regions are considered. First, a model is developed
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for the flow followiag separation of the rotating/obturating band. When
this gas seal is released, the boactail is still within the tube, but
the forward portion of the projectile is immersed in the expanding
propellant gases. The existence of asymmetry in this flow field due to
projectile angle of attack results in transverse loads. For conical
boattail rounds, these loads alter the transverse momentum; however,
due to the cylindrical 'wheelbase' characteristic of non-conical boat-
tail designs (3), momentum exchange occurs only when the non-plantr
surfaces are not conta.cting the bore. The second region of interest
commences as the projectile base clears the muzzle and terminates as
the base passes through the Mach disc of the propellant gas jet.

In both regions, the analysis seeks an upper-bound estimate of
the propellan:t gas loadingz. This approach is supported by previous
work (1,2) showing that (upper-bou'ad estimates of) muzzle blast
induced dispersion of fin-stabilized projectiles is a negligible
component of the total measured dispersiou levels. Thus, it was not
worthwhile to seek more accurate, but lower magnitude, estimates.

Region 1: Projectile base still within the bore

A schemnatic of thet flair field is shown in Figure 1. For con-
venience, the flow behind the projectile is assumed to be sonic
(occurs fox V 2 700 m/s). At separation of the obturating band,
the propellani gases are released to expand into the atmosphere gener-
ating the characteristic muzzle b1ist wave. Due to the presence of the
projectile, tbis free expansion is constrained and if the projectile
is at an angle of attack, aV, relative to the bore-line, the propellant

gases will be deflected. Assiuning tOat the projectile acts somewhat
like a plug nozzle and that ali of the flow is deflected through the
angle a I at the sonic line, the resultant transverse lift force on the

projectile can be simply estimated from momentum considerations:

L = (p* + p*V.*2) Aua 1  (1)

where A is the area of the muzzle that is unplugged (a function ofu

boattail geometry), p* is the pressure at the muzzle, p* is the gas
density at the muzzle and V* is the gas velocity Lt thi muzzle.

Equation (1) is an estimate for a stationary projectile. It may
be corrected to azcount for projectile velocity. Consider a coordinate
system moving with the projectile. The velocity of the fluid in this
system is given as Vr. If the fluid near the projectile is deflected

to flow parallel to the projectile surface, the transformation between
the stationary and moving coordinates is

Vr exp (il)m V exp (ia) V ( (2)
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where a is the turning angle for the fluid in the gun-tube coordinate

system. V may be eliminated and with the help of a trigonometrici " r

identity, such that for small angles

- (1 - V /V) C% (3)

The largest aagle fora corresponds to the Mach number of the fluid
approaching infinity; thus, for V. V*,p

I_ A /7 (4)

Substituting this value of a fo- 1 in Eq. (1) and using the isentropic

flow relations results in

2 ul (5)
L =3 (y+!) p* A()

The transverse momentum transferred to the projectile during the
time between obturator separation and base emergence from the muzzle is
the integral of the lift force over the time of passage. Transforming
the variable of integration from time to space, t = (X/D) (D/V p), allows

the momentum integral to be written:
2

P1 (y+l) (D/V )p* Aud(X_/D) (6)

where X is the distance traveled sinze unplugging started and D is the
bore diameter of the gun tube.

Nonconical Boattails: The value of P1 depends upon the boattail geometry

because of the appearance of the vent area term, Au, under the integral

sign. This expression is addressed in detail in Appendix A where it is
found for nonconical boattails that

P1 = (16n/45)(y+l)(p*D 3/Vp)e3/2 a1(XD) 52(7)

wihere n is number of plane boattail surfaces and O is the boattail angle.
The total amount of momentum transferred to the projectile by the venting
flow is obtained by evaluating this expression at the maximum travel of
the round, i.e., when the projectile base is at the muzzle exit plane.
For nonconical boattails which terminate in a polygon shape:

p 5 4 3= in /(90n )](y+l)[p*D /(eVp) 1  (8)

It is useful to define a nondimen,%ional momentum transfer function,
P, similar to that developed in Ref. 4,

IV-15
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T = P/[ (D/Vp )(y+l)p*Ae a 11] (9)
p eql

For nonconical boattail projectiles, the surfaces are treated as miniature
airfoils. In Ref. 4, it was shown that the equivalent lifting surface in
the plane of angle of attack for a multiple finned missile is A eq= nA/2.

Since the nonconical designs have only one surface to the "airfoil", the
following definition is used:

A eq = nA/4. (10)

where A is the area of each plane surface.

This definition permits the momentum transfer functions to be
written (See Appendix A):

P = (128/15) (n/n) 3 (X_/D 2 (11)

and

2 2 (2SPlt= [(4TT2)/(15n21] (12)

Conical Boattails: Using similar logic, the momentum transfer function
for a conical boattail design is

P = (Tr/3) (y+l) (p*D3 /Vp) ea 1 (X/D) 2  (13)

and in non-dimensional form, with A = D 2/4:eq

p1 = (4e/3)(X/D) 2  (14)

Region 2: Projectile base out of the gun tube

Nonconical Boattails: There is no data available describing the
aerodynamics of nonconical boattails in reverse flow. Since the three
dimensional nature of the muzzle flow makes direct computation difficult,
the lift force on the boattail will be estimated using two-dimensional
airfoil theory. This approximation neglects any effects of base
bluntness due to truncation of the boattail; however, the side force
on a bluff body is generally smaller than that on a slender body at an
equal angle of attack. Therefore, the current approximation should
produce an upper bound on the transverse force exerted on these
nonconical surfaces by muzzle gas loadings. The value of P 2 (X/D) can

be obtained directly from earlier results (1) using the definition
of A in Eq. (10). The center of force is taken as the area centroid
for Ife plane surfaces. This center of force value would be correct
for two-dimensional airfoil theory but may be quite different than
the experimental results. Nevertheless, for this analysis, the
approximation should be sufficient since the percent error between
differing possible moment-arm values would be small.

C' Conical Boattails: The transverse force on conical boattail projectiles
is estimated using experimental data (5) acquired on blunt, flared cone

IV-16
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cylinders at a variety of Mach numbers. This data was obtained using a
sphere-cone where the ratio of the diameter of the cone at the sphere-
cone junction to the base diametgr was 0.8. The smallest cone half
angle of this set of data was 10 . For the purposes of the present
analysis, it is desired to compare the muzzle blast sensitivity of a
70 nonconical boattail with the sensitivity of a similar half angle
cone. Thus, the data (5) is extrapolated to this angle, Figure 2.
The center of force is taken to be halfway along the boattail length.

III. RESULTS AND DISCUSSION

The M549 projectile is used as a basis for the computations since
flight data is available on this round with both the standard 70 boat-
tail and a triangular boattail. The properties of the projectiles are
given in the tables below.

Table I: Projectile Parameters

M p= 43.0 kg

D = O.155m

V = 670m/s

i*= 1.52 x 107 Pa

y = 1.25

CM = 3.30
a

CL = 2.95
a

I x = 0.13 kg-mr2

x3
P = 1.23 kg/n 3

Table II. Differing M549 Projectile Properties

Standard Triangular Square
Conical NCBT NCBT

2A (m ) 0.0189 0.028 0.016nmt eq

I 70 70 70

-A(m) 0.295 0,293 0.340

_£m) 0.097 0.347 0.195

II (kg-m ) 1.93 1.71 1.71
_y
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Here A is the distance between the force acting on the planar surface
and the center of gravity. The value k is the length of the boattail.

The values of P- through both the in-bore and exterior regions of
interest are shownuin Figures 3-5 for the three boattails considered.
The coordinate, X, is the location of the projectile center of pressure
along the bore axis, witt X = 0 corresponding to the muzzle. Since the
momentum transfer function is cummulative, the asymptotic value of each
curve is equal to the t.)tal momentum transferred in the blast, P . From

Eq. (14), it is apparent that the Pit for the concial boattail has an

explicit dependence on Z/D and 0; however, for the nonconical boattails
considered (those taken back to the intersection of planar surfaces),
this is not the case. Pit and t are independenT: of all boattail and

projectile parameters, i.e., the curves are 'universally' applicable
to any projectile with an n-sided nonconical boattail launched at M - 1.0.

p

'The momentum functions are used to compute the transverse angular
and linear velocities imparted to the projectiles in the blast region
using the approach of Reference 4. These velocities are input Into the
aerodynamic jump relations (6) resulting in

E /a1 =[l+(CL A)/(CM D)] (y+l)p*A [D/(M V 2)] P (15)

a1  a a eq p p t (5

For nonconical boattails, the working equation, using Eqs. (10) and
Eq. (A12),is

O/al = [T 3 (y+l)/24] [p*D 3/(M V 2)] x
p p

[I+(CL A)/(CM D)] [Pt/(n2 0)] (16)
a a

An expression for the first maximum yaw may also be derived (6)

kýmaxl/ai = [2(y+l) A eq AD2 p* Ft/(IyVp 2)] /

[ixK, 2 /Iy)2 7p D5 C /(2iy)]½ (17)

a

For nonconical boattails, the working equation is, using Eqs. (A12)
and (10),

%iax~l/I = [7 3 (y+l)/1 2 ] [A D4 p* Pt/ (IV n226A

[(Ix o 1 /1y -r p D CM /(21y)]½ (18)

Here *' is the initial spin.
0
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The projectile parameters from Tables 1 and 2 with the above
relations are used to determine the values in the following table:

Table IlI. Launch Dynamic Characteristics

Standard Square Triangular
Conical NCBT NCBT

P 0.21 0.52 0.48

"I F max I/a I (deg/deg) .167 0.37 .57

o/ 1 (mil/deg) 0.051 0.11 0.18

[¢max I (degs for lo
withe I = 0.10) 0.02 0.04 0.06

Comparing these results for O/A with those obtained for fin-stabilized

projectiles (1), we find that values for both cases are near each other.

Table 3 shows that the jump sensitivity of the nonconical boattail
rounds is more than twice that of the standard conical boattail.
However, the last row gives the contribution to the first maximum yaw
of this muzzle blast induced jump. For a reasonable distribution in
the in-bore yaw level (I,a I a 0.1 ), the resultant contribution to

the first maximum yaw is 0.060 in the worst case. This value is judged
"negligible compared with the frequontly) observed values for the M549
of approximately 5°. Since the first-maximum-yaw value is proportional
to the aerodynamic jump, we may infer that muzzle blast contributes only
a small amount to the total observed dispersion.

IV. SUMMARY AND CONCLUSIONS

A model is developed to determine the effect of muzzle gasdynamic
loadings upon the trajectory of spin-stabilized projectiles for both
conical and nonconical boattail configurations. The analysis consists
of two parts. First, the passage of the boattail out of the gun
following separation of the obturator is addressed. Second, the region
exterior to the muzzle but prior to the projectile's passage through
the Mach disc is modelled. The conical boattail aerodynamics are
determined from experimental data acquired on sphere cones; two-dimensional
airfoil theory is applied to approximate the loadings on nonconical
boattails.

The loadings are integrated to determine the momentum transferred
to each of the M549 projectile configurations launched at a muzzle
velocity of 670 m/s from a 155mm gun. The nonconical boattail
configurations are found to be more than twice as sensitive to blast
as the conical design; however, in neither case is the contribution
to dispersion due to muzzle gasdynamic loadings significant when compared
to the total dispersion of the gun system.

ly-19
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Figure 3. Momentum function for the conical 549 boattail
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"APPENDIX A. EXPRESSION FOR TRANSVERSE KOMENTUM

In order to evaluate the integral in Eq. (6), it is desirable to
obtain closed form expressions for A.u

Nonconical Boattail: Figure 7 shows the cross section of a boattail
in the muzzle plane. The bore radius is R and the area of the circular
segment can be readily determined to be

A = (a - sin2a/2) (Al).- ; u1

The expression in brackets may be expanded in series yielding:
2D 3a 5  2 7Au = (a + - a ..... ) (A2)

In keeping with the upper bound approach the series is truncated after
the first term to give

2 3A =Da3/6 (A3)

The distance BC, Figure 6, is

BC = R(l-cosa)

R 2 _4
- a /12 +...) (A4)

However, BC is also related tc the boattail angle and the distance
traveled by the origin of the boattail (taken to correspond with the
obturator termination) by

BC = X tane (AS)

Assuming small 0 (0 -5 70) and taking the first term in the series
of Eq. (A4) gives

a 2 40X/D (A6)

which can be substituted into Eq. (A3):

A = (4D/3) (X/D) 3/2 /3/2 (A8)

For an n-sided boattail,

A nA (4nD 2/3) (X/D) 3/2 ~3/2 (A8)

IV-24

I _ _ _• •" . . . . . . .. ... . . .. .. .. . .. .. .. . . . ... .. . ... . .... . ....... .... . . . . . .. . . .. . . .. .. . •. . .. . ... ... .. . ... . . . ... . . . .



*FANSLER and SCHMIDT

This formulation for Au may be substituted into Eq. (6) and integrated
to provide

P1 a (Y+l)[16 nD3 p*al 1 /4S V e31/2 (X/D) 5 / 2  (A9)

If the boattail terminates where the planar surfaces intersect,

am I Ir/n. (10)

This permits the evaiuation of the total momentum transferred in-bore

= (T 5/90 n4 )(y+l)(p*D3 /OV) (All)

This type of boattail has a surface area which is readily computed. Since
the surface is an ellipse formed by intersecting the cylindrical body with
a plane at angle e to the axis,

A - A /e (evaluated at the muzzle station)u1

= D i2/In) /(6e) (A12)

Conical Boattail: The unplugged area is

A ir(R2 - r ) (A13)u

where r is the diameter of the section of the boattail passing the muzzle
plane. Since R - r = X tan6 -5 X 6,

A = Tr(2R - X6) Xe , (Al4)

which may be substituted into Eq. (6) to give

P = (iT/3) (y+l) (p*D3 /V )8a (XKD) 2  (AIS)
I p -

LIST OF SYMBOLS

a = angle defined in Figure 7

A = area of a plane surface of the nonconical boattail

Ab = base area of the projectile

A = the equivalent area of an airfoil in two-dimensional
eq flow

Au = the area at the muzzle that is unplugged

CDR = projectile drag coefficient in muzzle blast

IV-25
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CL lift coefficient in forward flight

C = moment coefficient in forward flight

,I) = the diameter of the bore and projectile

•,I = axial moment of inertia

SI = transverse moment of inertia
y

L the lift force on the projectile

L = lift force on projectile in the first part of its transit

- length of boattail

* =projectile mass
p

n = the number of plane surfaces possessed by the boattail

p = pressure

P = the momentum given the projectile

P = momentum given the projectile during the first part of
1 the projectile's transit

P- = the value of P nondimensionalized according to Equation (10)

PFt = the total amount of P imparted by the muzzle blast
t

t = time variable

V = local velocity of gases

V P velocity of projectile

V = velocity of gases relative to a coordinate system located

X = position along the axis of the center of force

for the projectile relative to the muzzle

X = distance traveled since unplugging started

y axis coordinate in the angle of attack plane that is
perpendicular to the x-axis
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aa maxlmum angle between projectile and gun-tube axis--
angle of attack

aa angle determined by acand fluid flow velocity relative to
the projectile

= u angle of attack upon emergence from muzzle

a 0=a angle of attack upon emergence froia muzzle blast

S/ - derivative of a with respect to distance in calibers

= value of a/ upon emergence from muLzle blast

y m ratio of specific heats

= distance from center of force to center of gravity for

flight through muzzle-blast region

- complex angle of attack

= roll angle of projectile

0 = boattail angle

p = local density of gases.

IV-27



TITLE: MEASUREMENT of BALLOTING and FREE RON EFFECTS for d
PROJECTILE DURING GUN LAUNCH.
G. A. BENEDETTI, Ph.D.
Analytical Mechanics Division
Sandia LAboratories
Livermore, California 94550

ABSTRACT:

An experimental program 3s underway with two major objectives
1) detect the presence of projectile balloting by comparing inaasur~d
and predicted strain qage time histories for a cantilever beam mou.nted
within an eight-inch diameter projectile sobjected to pan launch
accelerations; and 2) detev.uine the initial angular azreleration
resultinq from projectile "free run." It is alsc ,oecessary to measure
projectile bAse pressure and rrojectile axle! acceleration with
respect to time as the projecti tr.'avels elong the gun tube. An
onboard telemetry system is used to obtain measured quantities.

To dctc-ct belloting three analytical problems are solved.
The Hirst. pr-icts teit? q'asi-static response of a beam mounted within
a projectile and subjected to the known rigid body motions associated
with launching a projectile from a rifled tube. The second predicts
the natural frequencies of vibration for the beam. The third problem
is an approximation for the dynamic response of the beam when subjected
to transverse balloting accelerations and consists of a mass particle
elastically mounted in the plane of a rigid disk. Combining these
results enables in the detection of balloting.

Finally, experimental results associated with special
cases ,for the first two problems arp discussed. Niamely, a spinning
Seam experiment and the natural frequencies for transverse beam
vibration. Comparison between measured and calculated results is
excellent for These special cases.
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Nomencl ature

a offset distance; also, 2c/1
A cross sectional area of beam
b2 JD/MDX?

D beam diameter
Do diameter of rigid cylinder
E modulus of elasticity
fi ith natural frequency
G shear modulus of elasticity
hD length of rigid cylinder
I area moment of inertia for beam about y or z axis
Ip area noment of inertia for beam about x axis
I IPD mass moment of inertia of rigid mass about x axis

SJD mass moment of inertid cof rigid mass about y or z axis
located at its mass center

ky,kz,k elastic rotational restraints
beam length

m beam mass- per unit length
mD disk mass
mp particle mass
MD mass of rigid body
S rotational restraint stiffness
t time
u,v,w displacements of beam longitudinal centerline in directions

of xyz axes; also, displacements of mass particle

specified translatitial accelerations along xyz axes of
beam; also, along XYZ axes of rigid disk

xyz body fixed coordinate system

XYZ fixed coordinate system

p mass density

i position along x axis

Sdamping factor

a angular location; also, MD/mt

OIT I pD/PIp t

0
IV-30
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Wi ith natural circular frequency
Wp natural circular frequency of mass particle

"•x,uywz specified rotational speeds about xyz axes

wx,uywz specified rotational accelerations about xyz axes
o angular position of disk
ýx angle of twist of beam cross section

C strains in direction of x axis; also, distance from end
of beam to mass center of rigid mass dlong x axis

(') indicates differentiation with respect to time

( )' indicates differentiation with respect to x
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* TITLE: MEASUREMENT OF BALLOTING AND FREE RUN EFFECTS FOR A
PROJECTILE DURING GUN LAUNCH

G. A. BENEDETTI, Ph.D.
ANALYTICAL MECHANICS DIVISION

SANDIA LABORATORIES
LIVERMORE, CALIF. 94550

INTRODUCTION:

Since projectile balloting during gun latnch can cause
components mounted within eight-inch diameter projectilest to
respond dynamically• balloting may represent a serious potential
structural problem.T However, measured balloting environments for
eight-inch diameter projectiles are not explicitly defined. In fact,
it is not known if significant balloting accelerations exist. Conse-
quently, it appears appropriate to experimentally determine if signi-
ficant balloting exists for eight-inch diameter projectiles during gun
launch.

One way to accomplish this is by mounting a beam within a
projectile (refer to Figure 1) and measure the beam's bending strain
response as the projectile accelerates along the gun tube. The
frequencies associated with the transverse vibration of the beam are
selected so that the beam will not vibrate due to the known rigid body
accelerations associated with launching the projectile from the gun

* tube. However, the beam will undergo transverse vibration due to
calculated projectile balloting accelerations (refer to Figures 9 and
10 [5]).

!f tiip measured and predicted quasi-static beam response
are in good agrrement, then significant projectile balloting is not
present. However, if the measured transverse beam response differs
from the predicted quasi-static response, then projectile balloting
may be present.

An additional objective associated with the experimental
program is to measure the initial angular acceleration resulting from

SSpecifically, components associated with the XM753 projectile.

t/t This report does not address the affect of projectile balloting
and/or projectile-gun tube interactions on the initial ballistic
flight of the projectile.

C.-
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"free run" of the projectile.ttt Data will be presented at the
Symposium concerning this problem.

An onboard telemetry system is essential for obtaining
quantitative measurements while the projectile is traveling along the
gun tube. The test projectile, associated instrumentation, telemotry
system and recovery system are shown in Figure 1.

PRESSURE TRAN5DUCER

TANGENTIAL ACCELEROMErER FORWARD BEAM
Al/ /-5TRAIN GAGE

ACCELEROMETER TELEMETRY PACK

- GAGESTRAIN GAGE. /

ZAVTBEAMPARACHUTE
RECOVERYt

TANGENTIAL ACCELEROMETER 5SyTEM

Figure 1. Test projectile

The following quantities are continuously measured with
respect to time and transmitted to down-range receivers.

1. Projectile base pressure.
2. Projectile axial acceleration.
3. Projectile tangential acceleration. (This measure-

ment provides a means for determining the initial
and subsequent rigid body angular acceleration of
the projectile.)

4. Beam bending and axial strains.

In addition, the chamber pressure and projectile tube exit velocity
are measured using ground based instrumentation.

ttt Projectile "free run" and its associated consequences were
first defined at SLL in December 1976, subsequent to a test
projectile failure. The failure occurred at a threaded joint
which connected the rocket motor case to the aft bulkhead.
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EQUATIONS OF MOTION:

The beam under consideration, shown in Figure 2, is a
Bernoulli-Euler beam of constant circular cross section. The boundary
condition equations for the beam are those associated with the follow-
ing end conditions.

1. The free end of the beam has a symmetrical rigid
mass attached to it. (The primary purpose of the
mass is to adjust the first bending natural fre-
quency of the beam to a prescribed value which is
the same as the first natural frequency for an
important structural component within the XM753
projectile.)

2. The other end of the beam is simply supported but
has elastic rotational restraints in the x-y and
x-z planes. (The beam base plate thickness can be
specified such that the beam is essentially
canti Ievered.)

The beam is subjected to three specified translational
accelerations (along the body fixed xyz axes) and +hree specified
rotational accelerations (about the xyz axes). The partial differen-
tial equations of motion describing the coupled (axial, torsional, and
transverse (or lateral)) dynamic response of the beam and the assoc-
iated boundary and initial conditions are derived in [1,2). For the
general problem, these equations are quite lengthy, nonlinear, and
difficult to solve. Consequently, a simpler problem, more amenable to
solution, is considered.

Quasi-Static Response of Beam

The partial differential equations of motion in [2) are
greatly simplified by incorporating the following assumptions.

1. Quasi-static response is assumed so that no vibration
occurs. That is,

2. Balloting is assumed not to occur so that the beam is
only subjected to specified accelerations and velocitiesI. along and about its longitudinal gr x axis. These
accelerations and velocities (f, ok, and ux) correspond
to the known rigid body motions associated with launch-
ing the projectile from the gun tube. That is,

VW" Ly ( Wz 0a~

0
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and

U, Wx' and wx are known from measurement.

"- S Y V*-k C % - ~ w ,Li I!, li r, i /, PA P.,% 5

I; ;lrl•.', U,'lk'' uI~J:-t:<, hltI .im1, t nt: i'(t vatcll,,,, +Id 
1

c zr,lt.f • h.1,, •, -<Urn:. ,, s,,,,l i :, .rl In, t 1.4ll

111124 x 4 Un .10nnN t e 4r11 1n 1.40n0..'L.1, *vIt,. I,,, ,

Using these assumptions, the partial differential equations
in [2] reduce to the following set of coupled, ordinary differential
equations for the quasi-static response of the beam [21* (refer to
Figure 2).

Ely"" - [-m ti(L-x) - MoD a + p I 2x v" - ni v' - m W vxx

S- m • w + 3 p I • w" + [-2 p I t (t-x) - I •x1 w"' = m a 2 (1)x x x X. x

u2 2
EIw"" - [-m ii(t-x) - MD + p I W ] w" - m w' - m W w

S+ m Wx v -3 p I •xv" - [-2 p I •x(I-x) - IpDx v" - m a •x (2)

*These equations have been derived for the case where the circular
cross sectional area of the beam, A, is an arbitrary function of x.
However, in this report, the cross sectional area of the beam is
independent of x and the equations are considerably simplified.
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The boundary conditions associated with equations (1) and (2) are
expressed by Equations (3) through (10).

at x 0: (3)

v 0

w 0 (4)

wl 0f o
-k = (5)

El wi e-k -w= (6)

at x

ZEv" + 1 m + i w2 + 0

(1+4 2a~ D )D v' + xM PD D~~

+ C2 m 2V +Cm )D x xx D x x X

2 Cm f 2 M, 2 w

ilI i 
Ii

+[i- E EDETTI 0 A$-xIp- 0 - 0 w+

lT bu a c(1+t) h ex)r

lFw" expresse byEq+ cmn who2g (0 .
(1+#; D D x ax x P D)

2 D(+ w2~ )w+£ D( 2~ w
E~ M D x x + 'wD 2 C m u ( + W x

m w2 # 2 MD (ý + w2 #)

E m._. + 1 "(+a +aw2 (8)

k) v0 -5
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I•[-EIv"' - eM0 •I + M (A 2 v' - M 2 v - M0  w - C M0  w'

+ I x w"1 + M a w (9)"PD, X1=k D x

"-Iw"- [M0 1+ E MD "D W + W, M 0
2 r x vW + ,n x 4 V'

IpD x V. =- MD a X (10)

The angle of twist for the beam cross section, S., is given by
Equation (11). Note Ip = 21 for a circullar cros. section.

-x [ " 2pl !x( 2 + I Wx x1 (ii)

Equations (1) and (2), for the quasi-static response of the
beam shown in Figure 2, and their associated boundary conditions
(Equations(3) through (10)) represent a two point, linear boundary
value problem and the system of Vquations is solved numerically using
,d superposition method since 0, wx, and wx are known quantities.
The equations are valid in the gun tube (provided the assumptions
associated with Equations (1) and (2) are valid) as well as during
free flight provided the nutation and precession Qf the projectile
during free flight has a negligible effeut on the quasi-static response
of the beam. However, the equations are not valid,.uring gun tube
exit since the beam will experience a coupled transient dynamic
response due to the rapid decay (-, 0.1x10-3 sec to - u.5x10-3 sec)
of the projectile base pressure and almost instantaneous reduction
(~ 67xi0"6 sec) in the projectile's rigid body angular acceleration,
"ýx. This, of course, implies a similar reduction in rotating hand
pressure.

Using the above mentioned calculations, the bendinq and
axial strains in the beam can be predicted. If the calculated quasi-
static axial strains agree with the measured strains, then significant
projectile balloting is not present. However, if the measured strains
indicate a significant vibratory bending response durinq projectile
travel in the tube, then projectile balloting is present. In this
manner, projectile balloting is detected.
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"Beam Natural Frequencies

The natural frequencies associated with the vibrations
of the beam (refer to Figure 2) are such that the beam will not
yibrate duj to the known rigid body accelerations (i.e., J,
1, and a ). This is illustrated by noting that the
"ioad" application times (refer to Figures 4 through 6) are long
relative to the calculated fundamental periods of oscillation for the
beam. The derivation of the frequency equations are given in [3].

Natural Frequencies for Bending Vibration

The bending natural frequencies depend not only upon the
mechanical, geometrical, and physical properties of the beam aAd
symmetrical rigid mass, but also on the boundary conditions (e.g.,
the elastic rotational restraints, kv and k7 ). If ky and k are
sufficiently large, the boundary condition fquations (5) ana (6) are
simplified and reduce to those for a cantilever beam. The bending
frequency equation, expressed by Equation (12) in non-dimensional
form, neglects the affect of rotary inertia and shear deformation and,
in addition, neglects the affects of U, ax, and a( on the natural
frequencies for the beam.

2b2 4  3 2~ 2 2 8 24 2
2b{- 20 (a + b2) - 2 a + 0 [2• B4(a + b2 )

2 2 2 4082
-2(1 + a sin 8 cosh B + [-4a.o2- ] sin 0 sinh 0

[ 2+ 2 a 242 (a 2 + b2 )J cos B cosh B* [2+*2a~a8 - 2cB4(a2 +b2 ) ---

+ {2a0 - 2a83 (a 2 + b2 ) + [2 (1-aa 2) 2

2- 2 •2 4 (a2 + b2 )]} cos 8 sinh 8 - 0, (12)**

SB2

D %MD k andwSi where a -, b M- 2 ml•' IT Tv , nMi- -

S•Note k a k y or k =kz.

ii**Laboratory experiments on test beams indicate that Equation (12)

accurately predicts the natural frequencies of lateral vibration for
the beam. Shear deformation and rotary inertia become more impor-
tant for the higher modes of vibration.
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Solution of Equation (12) for 81 and 02 for various

values of S (or k) results in Table 1.

Table 1

Bending Natural Frequencies for Beam (Figure 2)
for Various Valuen of k

(Beam parameters: a = 0.025, b - 0.005833, u 0.45)

0I 02 Sk f f2
inch-lb

Td Hz Hzradi'an

0.999812 3.36199 1.061 1.x,0 4  201.? 2275.5
1.33228 3.C9983 1.061x10' 1 x10 5  357.3 2755.8
1.41438 3.88670 1.061x40 2  1 x10 6  402.7 3041.2
1.42405 3.91391 1.061x10 3  1 x10 7  408.3 3083.9
1.42503 3.91675 1,061xi04  1 x108  408.8 3088.4
1.42513 3.91704 1.061x10 5  1 x109  408.9 3088.9
1.42514 3.91707 1.061x10 12  1 x10 16  408.9 3088.9

The calculated value of k (ky or kz) is 2.15x10 7 in-lb

(S = 2.273x103 ) and for practical purposes the beam (refer to
Figure 2) is considered a cantilever beam with first and second
natural bending frequencies of 408.6 Hz and 3086.6 Hz respectively.
Consequently, boundary condition Equations (5) and (6; reduce to those
for a cantilever beam. The fundamental bending frequency for the beam
is significantly higher than the maximum roll frequency of the projec-
tile so that parametric instability is eliminated as a potential
problem for the beam during projectile free flight.

N3tural Frequencies for Axial and Torsional Vibration

The axial and torsional frequency equations for the beam
(refer to Figure 2) are given by Equations (13) and (14),
respecti vely.

tan I 1 - 0 (13)

MD Xi flE

where a - and =-

tan), -- 0 (14)CST
ID

PDi
where aT and i"
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Solution of Equations (13) and (14) for Al and 12,

A .0 • ,respectively , results -in Table 2,

Table 2
Axial and Torsional Natural Frequencies for Beam

(Refer to Figure 2)
(Beam parameters: • * 0.45, and .*,. - 4.05)

X X• 2 1`1 1`2
Hz Hz

1,10820 3.68433 8924.1 29,669. => Axial Vibration

0.477355 3.21817 2384.0 16,071.9 => Torsional Vibration

Equations of Motion for a Mass Particle (Beam) Elastically Mounted

on a Rigid Disk (Projectile)

o t To obtain an approximation for the lateral dynamic response
of the beam when subjected to transverse (balloting) and rotational
accelerations, the beam is modeled as; a mass particle elastically
mounted and constrained to move in the plane of a rigid disk. The
projectile is modeled as the disk, which is massive compared to the
mass particle (or beam), and undergoes specified rigid body transla-
tional and rotatlional..accelerations in its plane. The translational
accelerations (V and W) simulate projectile balloting accelera-
tions and the rotational acceleration simulates projectile "spin
up" as it accelerates along the length of a rifled gun tube. The
idealized model is shown in Figure 3 and the equations of motion for
the mass particle are expressed by Equations (15) and (16) [4].

DispLoccr fAAss PORTICLEh1JD Spptlmr

d

i' 
Figure 3. Idealized model of beam (ma ~~ s particle) , ar nd

projectile (disk). Note: 0 = iX and 0 mw,..SIV-40
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2 .i,2 -s•}+ 2ýw pV + (W p v-w2; Vcsa i 4 (15)

S+ 2wp w + (W 2 .2 sin e - D cos 6 - A (16)

Solution of Equations (15) and (16) results in the dynamic
response (v and w) for the mass particle. When V and T4 are zerg,
the response of the mass particle to the projectilc "spin up" (e and 0)
is obtained.

RESPONSE CALCULATIONS:

Quasi-Static Response of Beam

Figures 4, 5, and 6 are tyFical for tne known rigid body
Smotions associated with launch. (The shape of the dnqu'ar hccelera-
tion versus time is identical to the shard of the axial acceleration
versus time, provided the rotating band on the projectilL initially
engages the tube rifling.) Using Figures 4, 5, and 6 as input3 for
Equations (1) through (10) (refer to Figure 2), the quasi-static axial
strains at a specified location along the beam are calculated and are
shown in Figure 7. The parameters associated with Figure 7 are:
S= 4.0 in., D = 0.40 in., 2c = 0.20 in., D= 1.23 in., a = 0.375 in.,
E- 30x10 6 ib/in 2 , G = 11.54x,06 lb/in2 , p - PD = 7 ..324x10- 4 lb-sec2 /in 4 .
The axial strain location is at c = x/t = 0.25 and c 0lO, 1800.

-- __ __- - - - - - - - -

1] 0,00----------------------------r-12, 0 - - - - . -- , - - -I-

I I

-. . ..-
S4,0 . . ..

II

0 2 4 6 a 10 12 14 16

=•I•.,:•'rim, t, '-•Iailliseconds

-•i"Figure 4. Axial acceleration of projectile vtrsw time.

Taut number G00154.
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• 00,000..' - --........

160,000 _-

Sk• 8O,O000
- -- - - - - - - - - - - - - - - - - - - - - - - - - --'.,

40,000 .. i

0 2 4 6 8 10 12 14 16

Time, t, in milliseco.tds

Figure S. Angular acceleration of proje,-tlle versus tim.
Test number G8OS4.

1.600

1,400
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Figure 7. Calculated total %train i be=m at 0" . O.25 for strain
gages I and 3 versus time.

Dynamic Response of Mass Particle (Beam) Elastically Mounted on a

Rigid Disk (Projectile)

Figures 8, 9, and 10 are used as inputs for Equations (15)
and (16); i.e., the mass particle-disk problem shown in Figure 3.
Figures 11 and 12 are calculated particle displacements when the
balloting accelerations [5] (Figures 9 and 10) are not present. Note
the particle displacements (v and w) are quasi-static, except during
gun tube exit. Figures 13 and 14 are calculated particle displace-
ments when the angular acceleration (Figure 8) as well as the ballot-
ing accelerations (Figures 8 and )) are present. Note the particledisplacements (v and w) are not quasi-static but dynamic. The para-

meters associated with the numerical solutions for the mass particle-
disk problem are: wp = 400 (2w) rads/sec, E = 0.03, a - 0.375 in.,

mp = 5.3313x0- 3 lb-sec2 , and mD 0.521 Note the natural

circular frequency for the mass particle is essentially equal to thefirst natural circular frequency for transverse vibration of the beam
(refer to Table 1).

The response plots illustrate a quasi-static response
(Figures 11 and 12) when balloting is not present and a dynamic
response (Figures 13 and 14) when balloting is present. Consequently,
the axial strain gages on the beam, which is mounted within the test
projectile (Figure 1), are expected to respond dynamically (i.e.,
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Figure 9. Transverse balloting acceeratiLon, of dttk versus time, t,
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PAYUre 14. Transver•se particlce displacement.,, V, versus, tilme, t.Balloting present,

vibratory motion) when balloting of the projectile occurs thus indicat-
ing the presence of balloting. In addition, the strain gage response
will consist of a dynamic response superimposed on a quasi-static
response. This assumes the balloting accelerations are similar to
those in [5]. Conversely, if the projectile does not ballot, the
strain gage response is quasi-static and calculable by using Equations
(1) through (10).

EXPERIMENTAL MEASUREMENTS:

Figure 1 illustrates the instrumentation and its location
within the test projectile. Table 3 lists some specifics associated
with the instrumentation. The onboard telemetry system continuously
monitors the measurements listed in Table 3 during projectile travel
along the gun tube as well as during free flight. When the projectile
is launched in a nearly vertical position, the parachute recovery
system provides a "soft recovery" for the projectile and telemetry
system. Consequently, the telemetry system and test projectile, when
fitted with a new rocket motor case and recovery system, are used on
subsequent tests.
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Projectile Instrumentation (refer to Figure 1)

Instrumentation
Description Response Freq. Recorded

Hz Data

Chamber press. (p c 2,000 Pc vs. t

Base press. (pb) 8,000 Pb vs t
Axial accel. (a ) 8,000 ax vs. t Monitored

by orboard

Tangential accels. (aT) 8,000 aT vs. t telemetry
system.

Uniaxial strain 1,000 to C vs. t
gages (c) 2,000

Since the experimental program is not scheduled to begin
until July 1978, the measured data and associated conclusions will be
presented at the Symposium.

Special Cases

Comparison of Measured and Calculated Rending Strains for
Spinning Beam Experiments

To provide measured data to verify the computer solution for
a special case of the two point, linear boundary value problem (i.e.,
Fquations (1) through (10)), several spinning beam experiments were
performed [1]. At a given location along the length of each beam,
four uniaxial strain gages were mounted.

For these experiments, it was not possible to subject the
beams to the gun induced i'ccelerations, (0 and tx. However,
the free flight or spin speed, wx, was simulated. For this parti-
cular case, the axial and angular accelerations (9 and w2 ) are zero.

A typical comparison between measured beam bendi~ng strains
(dots) and calculated beam bending strains (solid line) versus angular
speed is shown in Figure 15. Since the agreement is excellent, it was
concluded the mathematical model and the equations for the quasi-
static response for the spinning beams are accurate.
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Comparison of Measured and Calculated Beam Bending Natural Frequencies

Laboratory experiments on test beams indicate Equation (12)

accurately predicts the natural frequencies for lateral vibration.

Tables 4 and 5 list the measured and calculated natural frequencies

(the first two) for the beams illustrated in Figure 15 and Figure 2,

respectively. Table 4

Beam parameters: a = -• = 0.125, b2 = = 0.010833, D = 2.25,
M 0 t

E - 30x1O6 Wb/in 2 , S = T= 2.273x103 (refer to Figure 15)

Measured Natural Calculated Natural Percent

Mode No. Frequency (Hz) Frequency (Hz) Difference

1 Iri.3 186.6 1.8

2 1914. 2004.8 4.74
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• Table 5

2 JD MD

Beam parameters: a = = 0.025, b " = 0.005833, = m= 0.45,

"D

E = 30x10 6 1b/in2 , S - k 2"273x10 3 (refer to Figure 2)
EI

Measured Natural Calculated Natural Percent
Mode No. Frequency (Hz) Frequency (Hz) Difference

1 393 408.6 3.97

2 2925 3086.6 5.52

Note that If the modulus of elasticity, E, is 28x10 6 1b/in 2 rather
than 30x100lb/in 2 , the calculated natural frequencies are reduced by
3.39%. Consequently, the differences listed in the fourth columns
could be duje to material property variations.
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ABSTRACT:

A theoretica1 model fer simulating the dynamics of projectile
launch has been developed at the Naval Surface Weapons Center. Know-
ledge of the inbore evvironmeiit is essential to ensuring Lhe surv-vol of
the projectile and any Fazes, el-ctronics, or mechanical components that
may be mounLed inside the shell. The inbore projectile dynamics in
combination with barrel motion and Vibration will determine at the
instant of muzzle ejection, 'he initial ,.onditions governing the shell's
free flight. These in turn affect shot accuracy and dispersion.

The major emphasis of this paper concerns the exnerimental
verification of the results of the balloting code only. iCorrelation of
the theoretical and experimental transverse projectile motions would
greatly enhance user cunfidence in the computer model. The experimental
results provide the means of validating certain model assumptions and
suggesting various modifications.
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EXPERIMENTAT, CORRELATION OF A THEORETICAL MODEL I-OR
PREDICTING PROJECTILE BALLOTING

GEORGE SOO HOO
NAVAL SURFACE WEAPONS CENTER

DAIILGREN, VIRGINIA 22448

INTRODUCTION

The dynamics of the in-bore launch have a significant influ-
ence upon the projectile's performance outside the gun tube. Knowledge
of the in-bore environment is essential for ensuring the survival of the
projectile itself and the functioning of fuzes as well as other elec-
tronics and mechanical packages that may be mounted inside the round.
Magnitudes of the forces and accelerations need to be specified for the
establishment of adequate design criteria. While the severity of the
forces and accelerations witnessed by the projectile in the transverse
directions may be small in comparison to the axial direction, the fre-
quency of the loading resulting from balloting in the gun tube may ex-
cite resonant frequencies of the projectile and its components. This
may result in malfunctions detrimental to the mission of the projectile.

The in-bore projectile dynamics in conjunction with barrel
motion and vibration define, at the instant of shot ejection from the
gun barrel, the initial conditions governing the shell's free flight.
These in turn determine accuracy and dispersion of the round downrange.
The ability to correlate various projectile parameters (such as the lo-
catiun of the center of gravity, location of the bourrelet, moments of
inertia, unbalances, tolerances, etc.) and barrel parameters (such as
wear, droop, stiffness, etc.) to the initial conditions at muzzle exit
provides imiportant inputs for minimizing yaw and yaw rate and improving
shot accuracy and dispersion.

The need to more fully define the dynamics of projectile launch
has led to the development at the Naval Surface Weapons Center of a com-
puter model for simulating the projectile balloting and barrel motion
concurrently. This theoretical model couples two distinct computer
codes developed previously. The first is a Lagrangian dynamics treatment
of a six degree of freedom model for predicting the projectile balloting
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motion. The second simulates barrel motion and vibration as a finite
diffarence model of a Bernoulli-Euler beam. Forces resulting from pro-
*joctile and gunL bore contact, as determined in the balloting program,
provide the forcing function inputs intn the barrel motion model. New
barrel displacoments, veLocities, and accelerations are then used in the
balloting program. The coupling of the two codes permits the simulta-
neous solution of the two problems. Thus, the influence of barrel
motion upon the projectile aynahics and vice versa can be calculated.

The emphasis of this paper concerns itself with the projectile
in-hore motion only. Ex,)erimental verification of the theoretic%) bal-
lioting model is essential for increasing user confidence it, the results.
brief descripticrs of the model and experimental setup are provided in
the next sections. Theoretical and test results are presented and a
Ccomparison between the two is made.

DESCRIPTION OF BALLOTING MODEL

The equatit~ns of motion for the balloting model are derived
using Lagrange's equation,

d D Tl aT =F

where

T = kinetic energy,

q generalized coordinates specifying the location
and orientation of the projectile, and

F = applied forces and nmoments in the directions of the
q generalized coordinates.

Substitution of the expression for the kinetic energy of a free rigid
body yields six coupled partial differential equations of motion from
which accelcrations can be obtained. The accelerations are integrated
to yield new velocitie- and displacements.

The various forces and moments considered to act upon the pro.-
jectile include gravity, the force due to the pressure acting on the
base of the projectile, forces due to beurrelet contact, forces acting
at the rotating band, and moments due to the rifliig twist. The bour-
relet con'tact is simulated as a spring deflection model wz-th the restor-
ing force proportional to the theoretical displacemant of the projectile
into the gun tube. The rotating band stiffness is modeled by both trans-
verse and torsional springs. The values of these spring constants must
be determined analytically or experimentally.
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The significant itiput quantities include projectile mass, lo-
cation of the centex of gravity, moments and products of inertia, var-
ious projectile radii and lengths, the initial projectile orientation,
bore diameter, travel distance, the interior ballistics for the propel-

fr .lant charge (specifically, projectile base pressuve versus time), and
the various spring constants.

Further detail, of the model are given in Reference 1.

E XPERIMENTAL SETUP FOR MEASURING BALLOTING MOTION

In order to meet the requi.rement of measuring the balloting
motion free from the influence of any barrel cffects, it -is necessary to
restrain the gun tube as much as possible. A 40mm gun was utilized ii"
the tests. This setup was actually a 40mm MK I barrel modified and
assembled in the jacket of a 6 pounder gun MK A MOD 1. This test con-
figuration provided a relatively rigid structure with a recoil distaoce
of about 6 inches. Any recoil during the in-bore period was considered
to be minimal. In addition, a cradle like fixture support was construc-
ted at the muzzle end to restrict transverse barrel motion far from the
gun trunnion. A photograph of the experimental setup is shown as
Figure I,

An optical lever techniqae is used for measuring the angular
displacements of the projectile. The system is similar to one employed
at the Ballistic Research Laboratories (Reference 2). A schematic of the
setup is depicted in Figure 2. The light source is a 15 mw HeNe (6328X)
continuous wave laser. A lens focuses the beam at the focal length of
an off-axis parabolic mirror. This mirror is an essential element in
the optical system and collim'ates the laser beam such that axial motion
of the projectile along the gun centerline has no effect upon the ineas-
ured yaw angles. The laser beam is directed down the gun tube by two
aiming mirrors to a mirror mounted on the nose of a 40mm MK 2 projectile.
The return beam retraces its path through the optics, where finally a
portion of the signal is reflected from a beam splitter to a photodiode
detector and recorded on magnetic tape, The optical setup provides a
magnification factor at the detector of about 25 times the bourrelet
displacements.

OBTURATION

From tests conducted at NSWC during FY 75 on a 76mm projectile,
the leakage of propellant gases around the rotating band was known to
present a problem in obtaining a continuous signal over thv duration of
the in-bore period. Two alternatives were attempted for circumventing
this obstacle for the 40mm tests. The first choice was to fire reduced
charge weights. However, test results showed that this did not improve
the total duration of data acquisition. The second alternative was to
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Figure 2. Schematic of Optical Lever Setup

IV-56

iil- -
!, 2



"! ~SOO HO0

ldevelop a plastic rotating band. Rather than design a new rotating band
completely which would both spin up the projectile and Provide greater
obturation, an additional teflon band was emplaced behind the conven-
tional copper band. This lengthened data acquisition out to approxi-
mately 75% of the total in-bore period of 4.50 msec or slightly more
than 50% of the in-bore travel of 78 inches.

CONPARISON OF THEORETICAL AND EXPER [MENTAL RESULTS

Theoretical balloting results were obtained for a 40mm pro-
jectile in a stationary, rigid gun tube. In these computations, the
wear characteristics of the barrel, shown in Figure 3, and the gain
twist of the rifling, which increases from ] turn in 45 calibers at the
origin of rifling to 1 turn in 30 calibers near the muzzle, were incor-
porated into the program. Projectile base pressures were assumed to be
approximately 90% of the experimentally measured chamber pressure values.
The magnitudes of the rotating band stiffnesses were scaled from experi-
mentally determined values for a 76mm projectile.

Figure 4 illustrates the theoretical transverse projectile
motion at the bourrelet as viewed from the breech end of the barrel.
The center of the plot corresponds to the bore centerline. The circle
indicates the clearance between the bourrelet and an average gun bore
diameter representative of the entire projectile travel distance. The
initial projectile orientation is such that the shell contacts the gun
tube in the lower right quadrant as shown by the small dot. The pro-
jectile possesses a minor counterclockwise motion initially but basically
moves in a clockwise direction in accordance with the rifling twist, with
several contacts between the shell and gun tube in evidence. The plot
represents 3.50 msec of the total in-bore period. The numbers next to
the tick marks on the trace indicate the in-bore time in milliseconds
from shot start.

Experimentally measured transverse motions of the bourrelet
are shown in Figure 5 and 6. The initial projectile position is again
indicated by the small dot. The view is seen from the base of the pro-
jectile. The center of these plots corresponds to the center of the
surface of the photodiode detector but closely approximates the bore
centerline. Figure 5 illustrates 3.30 msec of the in-bore period and
Figure 6, 3.50 msec of data. The times shown on these traces have been
adjusted such that projectile ejection from the muzzle occurs at 4.50
msec. The failure to obtain a continuous signal for the duration of the
in-bore period was probably due to obscuration of the laser beam.
Theoretical interior ballistics calculations indicate that at 3.50 msec,
the shell is about 35 inches from muzzle exit which corresponds to the
portion of the barrel with the greatest wear as shown in Figure 3. The
projectile velocity at this instant in time is approximately 2500 feet
per second.
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The traces of Figures 5 and 6 show the projectile to initially
proceed in a counterclockwise direction and eventually to move in a
clockwise direction. This initial counterclockwise motion corresponds
to about one to one and one half milliseconds of the inbore period.
During this time, theoretical interior ballistics calculations predict
the projectile to have traveled only one inch along the bore. The
magnitudes of the projectile deflections are much larger than would be
expected from thc theoretical predictions. The balloting model therefore
imposes too much constraint on the projectile motion during shot start
to be able to simulate the test results. In the actual tests, the 40mm
projectile and cartridge case were hand loaded with the rotating band
barely reaching the origin of rifling. No effort was made to seat the
projectile in the gun tube. The initial bourrelet motion seen in these
experimental traces probably occurs before the rotating band becomes
fully engraved, and in effect shows the projectile righting itself in
the gun bore. The clockwise motion predicted by the theoretical model
occurs after the rotating band is fully engraved.

MODIFICATION OF BALLOTING MODEL

The spring stiffnesses used in the balloting model assume the
rotating band to be fully engraved at shot start, In order to account
for the initial projectile motion witnessed exprrimentally, the model's
constraints on the band have to be removed. The balloting code was
modified to account for this situation by permitting the spring constants
to increase linearly from zero to their full values over the first inch
of projectile travel in the gun tube.

However, the removal of the rotating band constraint alone
does not yield the large deflections seen in the first millisecond of
the experimental traces. Mechanisms other than the pressure 'cting on
the projectile base are probably responsible for these displacements.
Several methods exist in the balloting code for producing such motions.
The first is to regard the projectile to lie initially on the bore sur-
face. Thus, any motion of the shell into the gun will yield the forceg
required to initiate the transverse motions. A second method is to
introduce an unbalance into the round. Physically, this consideration
provides a better correspondence to the actual situation since a dynami-
cally balanced projectile represents an idealized case. For simplicity
in the treatment of projectile unbalances, no products of inertia are
introduced. The mass and moments of inertia obtained for a symmetrical
shell are utilized in the balloting code. Only the location of the
center of gravity is offset from the projectile axis. A third means of
introducing motion is to view the rotating band as being engraved ec-
centrically in the bore. Basically, the treatment of this case is simi-
lar to that of an unbalanced round. In this situation, the entire pro-
jectile axis is displaced a given amount. Similar results are provided
by the balloting code for both a projectile unbalance and an eccentri-
cally engraved round.
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Figure 7 shows the theoretical projectile motion for a linearly
increasing rotating band model with the shell initially in contact with
the gun tube. Large deflections are obtained early during launch, but
due to the nature of the spring deflection model for bourrelet contact,

f •the projectile rebound is directed towards the axis of the barrel. The
forces resulting from this initial projectile contact also have a pro-
nounced influence upon the subsequent motion producing much larger am-
plitudes than those predicted by the unmodified model.

The theoretical projectile motion illustrated in Figure 8considers an additional program change that eliminates the torsional

spring of the rotating band model over the first inch of projectile
travel. A center of gravity offset of 0.020 inch is also included. The
plot shows a more defined counterclockwise motion that is illustrative
of the experimentally determined motions. Again the magnitudes of the
motion following the engagement of the rotating band are affected.

CONCLUSIONS

The major obstacle towards the simulation of the experimental
projectile motion is the modeling of the rotating band engravement pro-
cess. While the modification of the computer code is capable of yield-
ing the magnitudes of the displacements witnessed experimentally during
shot start, large forces are also introduced which have a significant
bearing upon the subsequent projectile motion. Since no control was
exercised, during the tests, over factors such as the initial projectile
orientation within the gun tube, the degree of the projectile unbalance,
or the eccentricity of the rotating band engravement, the effects of
these parameters are also imposed upon the experimental rnsults shown
in Figures 5 and 6. Although the barrel muzzle was constrained to help
reduce as much transverse motion as possible, the barrel effects upon
the recorded projectile motion are not entirely known since no attempt
was made to measure the barrel deflection or vibration during launch.
The experimental traces do indicate that there may be some gun jump
superimposed upon the projectile motion. For instance, the displacements
appear to have shifted upwards such that they do not return to the lower
extremes established initially by the projectile.

The limited amount of experimental data hinders any attempts
at an extensive correlation with the theoretical predictions. The obtu-
ration problem needs to be overcome if data out until muzzle ejection
are to be obtained. If the problem is due to barrel wear, a new barrel
may be part of the solution.

An exact determination of the spring stiffnesses utilized by
the balloting code is also required. The values used in the 40mm
theoretical calculations were scaled from those obtained experimentally
for a 76mm projectile. The computed results, however, showed similar
appearing results when the stiffnesses were varied from one half to

Cc twice the scaled values.
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While the balloting code fails to account for all the aspects

of the actual test situation, the model is useful for C.ialy-ing and
interpreting the projectile's behavior. If the projectile is considered
to rur. free in the gun tube over the first inch of travel, the removal
of the rotating band constraints shows that the large displacements and
general counterclockwise motion witnessed experimentally may he attrib-
uted to a combination of influences from factor. such as the initial
projectile orientation, the degree and position of a projectile un-
balance, and the eccentric engravement of the rotating band. Once the
band is considered fully engraved, the experimental motions .;tact to
conform with the predicted results of the original unmodified balloting
model, i.e., the projectile does move in a clockwise direction following
closely to the bore surface. This is best illustrated in, the experi-
mental record of Figure 6. While it iL impossible to it" ',,in,',uish a
definite balloting motion in the trace (due to the anwlijl.tudcs of the
noise and vibration being on the order of the predicted balloting
motions), the trends in the data prove favorable. In aJdition, the
magnitudes of the measured deflections lie within the limits established
by the bourrelet and gi'n bore clearances.
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""ABSTRACT:

The purpose of thiF study was to investigate the means for
improving the accuracy of a flexible gun tube by controlling its
tioe-to-fire. The emphasis was placed on estimation and prediction
techniques that would be incorporated into a time-to-fire algorithm.

The analysis was based on the use of optimai linear filtering
theory. In particular, the extension of the Kalman-Bucy filter
developed by Sryson and Johansen was utilized. This theory allows
the irclusion of corrupting colored measurement noise and colored
forcing noize. A black box approach employing a second.order system
wras taken toward the analytical description of the plant.

Computer'-derived solutions of the steady-state estimation
errors were obtained. The resrlts give a strong indication that
(1) an estimation filter ba3ed on a highly simplified black box
m odel may be completely satisfactory and (2) direct measurements of
only muzzle displacement and/or slope is sufficient and that the
improvement attained by the addition of muzzle acceleration measure-
ments is not significant.

A straightforward time-to-fire algorithm and its analog com-
ponent implementation was shown. It is expected that the cost of this
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ACCURACY IMPROVEMENT OF FLEXIBLE GUN TUBES--
A KALMAN FILTER APPROACH

VICTOR LEVIN, VICE PRESIDENT
INNOVATIVE TECHNOLOGY, INC.

COLUMBUS, OHIO 43221

INTRODUCTION AND BACKGROUND

The ability to fire-on-the-move while retaining a high single-
shot hit probability is becoming an increasingly desirable attribute
for all classes of armored fighting vehicles (AFVs). In addition,
AFVs employing relatively high rate-of-fire automatic cannons are
certain to make their appearance in the 1980s. To obtain good effec-
tiveness it is important that, after che first shot in a burst, each
succeeding round is not influenced by the previous one. Vehicle move-
ment will certainly increase the possibility of unwanted coupling from
round to round. Thus both characteristics, fire-on-the-move and bu-zst
fire, will force the system designer to address and solve the problem
of gun tube vibration and its adverse effect on accuracy.

There are three general methods that could be applied for
reducing the inaccuracies resulting from gun tube vibration:*
stiffen the barrel, establish projectile exit conditions by applying
external lateral forces at the muzzle during the appropriate time
span, and selection of the instant for primer ignition such that the
vibrating muzzle will pass through an optimum condition as the
projectile exits. The first method implies additional weight, whereas,
the second method implies both additional weight and mechanical com-
plexity. Certain aspects of the third method, which will be denoted
hereafter as time-to-fire control, are the subject of this report.
A more detailed discussion is given in Reference 1.

It is tacitly assumed that although the structure may already be
optimized by advanced analysis techniques such as those found in
Reference 2, the flexural response in many situations will excced
the bounds imposed by the requirement for a high single-shot hil.
probability.
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Time-to-firn control can b,- characterized as a type of open
loop control 6f a di3crete event, thus closed loop analyses do not
apply. In other wtrds the phenomenon of interest, the state of the
mu7zle during projectile exit, is not being measured for the purpose
of feeding information back to a controller and closing a loop.
Instead the process is onc of predicting the future and then choosing
an ýnntant in time far initiating an nricontrolled (but, hopefully
quite predictable)' series of events that will yield the desirable

* results. An azcurate prediction of the muzzie's state at a particular
instant in the future, whi,.!h is the ultimate goal, must be based on
an estimate of the presept and/or past -.hut, in turn, is derived from
processing transducer measureme-it data. Thus, the overall time-to-
fire problem can be divided into fun.: categories: measurement, esti-
Aption, prediction, and computation. In the present study the major
effort has been placed on understanding and developing particular
estimation and prediction procedures that will allow tradeoffs to be
made i,.ith the requirements for measurement and computation.

In view of the rapid advaxciný state of computer and trans-
ducer technology, it would seem particularly suitable to investigate
thbumeritsof time-to-fire control. This is especially true of compu-
taticnal power which has been advancing at an exponential rate for
maore than 20 yeazs. Considerations of the effect on total system
design should also bc made. The possibility of achieving high aim-
point accuracy without adding, and conceivably significantly reducing
gun tube weight: is Lerxainly important to net AFV performance and cost.
InPfect, if a true systems engineering approach werc applied, the
gun and time-to-fire control apparatus shuuld be seen as subsystems
whose aesign parameters are subservient to the goal of high total
systcm perforrance of the AFV. Thus for example, the flexural
transverse response of the gun tube to disturbances may be large
compared to the presently accepted standards. Accuracy is improved,
however, since the flexural properties are well matched to the pre-
diction capabilities of the time-to-fire controller.

For the sake of convenience the term "time-to-fire algorithm"
will denote any consistent set of estimation and predictioi. procedures.
There are two critical decisions that must be made before a suitable
aigorithm is developed: the type of mathematical model to be used in
describing the physical Fystem (some times referred to as the "plant")
and the technique to be employed for fitting noisy transducer data.
Let the mathematical model be considered first. Two apparently quite
diverse approaches can be taken. A more or less detailed model of the
plant is employed in one approach. The components of the model could
include such factors as the flexible properties of the gun tube and
the dynamic properties of the fire control system's servomechanisms
and the hull's suspension system. A number of transducers on the gun
and the hull might be required in order to satisfy the inputs demanded
by the model. At the ozher extreme is the second approach. It takes
a "black box" viewpoint of the muzzle's behavior, i.e., the model is
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simplistic and contains parameters that must be Obtained from tests.
The number of real-time measurements and the degree of real-time
computat ion is kept to a minimum, In the limit the difference
between the two approaches is not significant. Thus, an algorithm
based on either a simplified physical model or a complex black box
are similar with regard to tneir measurement and computational
requirements.

The black box approach to the time-te-fire algorithm was the
one that was chosen for the present effort. This choice was made for
two reasons. First the possibility exists that satisfactory estima-
tion and prediction techniques will be relatively simple and, there-
fore, low cost to implement. More complexity can be added if necessary.
Second, since the black box parameters are based directly on test
results, each individual gun and vehicle combination could conceivably
utilize a separate set of test-derived parameter values. These test
values could be updated periodically, even by measurements in the
field, to account for changes due to aging or purposeful modifications.

As mentioned above, the second critical decision concerning
the time-to-fire algorithm is the choice of a technique for fitting
noisy transducer data. The measurement data must be fit to an implied
or explicit model of the system that is indicative, for at least a
short period of time, of the behavior of particular state variables.
The time period must be of sufficient length to (a) allow some of the
state variables to be estimated by performing a "best" fit to noisy
historical data and {b) yield an adequate prediction of the future.
In practice some type of quadratic cost function such as one associated
with a least squares technique is the criterion typically utilized for
fitting noisy data to the model.

In general terms, fitting of noisy historical data to a system
model by application of a cost function can be thought of as a regres-
sion method. The particular methodology that will be described and
then used in the remainder of this report is based on an outgrowth of
Kalman and Bucy's (references 3 and 4) original development of optimal
linear filtering and prediction. The reasons for choosing the Kalman
filter alternative as opposed to more conventional regression methods
will be discussed briefly.

Conventional regression can be divided into the two broad
categories of linear and nonlinear regression. Nonlinear regression
requires the use of an iterative estimation technique such as steepest
descent or dynamic programming in order to realize a solution. This
usually implies considerable computational time and computer memory.
Linear regression methods, in general will impose a significantly
reduced computational burden. In most instances, however, some
historical data must be retained and the inversion of a sizeable
matrix is necessary. Real-time computational speed, therefore, may
be incompatible with the capabilities of a low-cost computer.
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The Kalman filter exhibits certain disadvantages as well as
advantages with respect to the standard linear and nonlinear regres-
sion formulations. The plant must be modeled with a set of linear
differential equations. The derivation of the filter (i.e., the esti-
mate) equations can be tedious and time consuming. The time-dependent
filter requires the solution of an associated set of nonlinear differ-
ential equations in order to obtain the filter gains. In many instan-
ces, however, the steady-state filter is completely adequate; but even
then a closed form solution for the constant filter gains is rarely
feasible. Thus computer derivation of the filter gains is usually
necessary. In addition, some knowledge of the noise statistics
associated with the physical plant and the measurement transducers are
needed. It is also possible that the filter will diverge rather than
converge on a valid estimation of the plant's state vector. This can
occur when the data is very noisy, but in a comparable situation the
regression type of data fit will typically yield completely erroneous
results. The advantages associated with the utilization of a Kalman
filter are given in Table 1.

TABLE 1. ADVANTAGES OF THE KALMAN FILTER

a Historical data are automatically factored into the most recent
state vector estimate.

# The operating filter (in contrast with the derivation process)
does not require matrix inversion.

• For a linear plant the Kalman filter is the best estimate possible
when a quadratic cost function if used.

* Analog as well as digital filters are feasible.

* Physical significance can be attached to the individual filter gains.

& From a computational viewpoint the filter will often be quite
straightforward (even though its derivation may be rather
laborious).

e For many situations the steady-state filter yields highly satis-
factory results. Employing the steady-state filter simplifies
the real-time computations considerably.

* The estimate will usually degrade gracefully with increasing system
noise.

a Prediction is obtained by multiplying the latest estimate by a
constant if the system plant is represented as a lumped parameter
set of linear differential equations.
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TECHN ICAL DISCUSSION

Linear Filter Containing Colored Noise

Optimal lJnear filtering theory 2ssumes that the plant can be
described by a set of linear differential equations in which time is
the independent variable, i.e., i = Fx. In the equation x denotes an
n vector of the plant's state variables and F is an n X n matrix of
known functions that describe the plant. F can be a function of time.
Basic to the analysis is the additional assumption that the plant is
forced by noise and that measurements are corrupted by noise. Figure I
shows a generalized schematic of the total system model. The original

FORCINGMEASURE.
NOISE NOISE

PLANT,] MEASUREMENT1 ACTUAL '
S DESCRIPTION Mk. -. EASURE°I

FIGURE 1. SCHEMATIC OF SYSTEM MODEL ASSUMED BY KALMAN FILTER

developments by Kalman and Ducy would only allow white noise in the
measurements and the forcing function. Although the results are ex-
tremely useful conceptual difficulties arise when only white noise is
allowed since such noise sources cannot exist in real life (infinite
noise power would be required). Most of the implementations of the
Kalman filter have involved digital computers that utilize the discrete
form of the equations. By sampling a white noise source many of the
continuous system conceptual problems are obviated. It was felt,
however, that at this stage of the analysis of the vibrating gun tube
problem it is well to remain in the continuous realm where physical
intuition can help lead the way. Because of these considerations it
was decided to utilize the extension to the Kalman filter that was
developed by Bryson and Johansen (Ref. 5) and which is applicable
to a continuous system with measurements corrupted by colored noise.
Although the Bryson-Johansen theory still assumes that the plant, i.e.,
the matrix F mentioned above, is forced with white noise, the plant
can be extended into a pseudo plant which contains an analog filter.
The analog filter is then forced by white noise and its output, in
turn, then forces the "true" plant.

The general format of the matrix differential and algebraic
equations are given below. The assumption is made that the colored
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noise corrupting the measurements is the result of passing white noise
'•,? through a first-order analog filter. The symbols are explained in
i Appendix A.

Format of Matrix Equations Describin Plant Measurements,

• Estimation Error, Estimate, and Prediction-
,•e,

Plant (i.e., the physical process being modeled):

x = Fx + u (1)

where

0 H [u(t)uT(T)] - Q(t) 6(t-0) (2)
p

Measurements:

y = Cx-m (3)

where

m = -Bmi+ Bv (4)

E[v()vT(T) J = Qm(t) 6 (t-1) (5)

Covariance of the estimation error for x:
T T + TQ-CI FP+pFT-Qp-(PH )R(CQp + HP) C6)

where

R = CQpCT + BQmBT (7)

H1= C + CF-BC (8)

Filter for obtaining the estimate of x:

x = Fx-K(By + Hx)-Ky (9)

x x + Ky (10)

where

K = (pHT-QpCT)R -1 (11)

Prediction of x at time t + At when the last estimate is made
at t:

A A

x(t + At) = S(t, t + At)x (t) (12)
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All of the noise process are assumed to be uncorrelated with
each other. In particular, this infers the following relations:

E u(t)vT = 0

E [m(t)xT(')] T 0

E (mi(t)mm T(T) = 0 for i 4 j where vi and vw are twoseparate components of t e measure-

ment noise vector

The above equations are fairly general since all of the terms
except B can be arbitrary (but well behaved) functions of time. The
major restrictions are the linearity of the plant equations, the
coloring of white measurement noise by a first-order analog filter,
and the requirement that the various noise processes be uncorrelated.

Plant Model

A black box approach has been suggested as the means for estab-
lishing the analytical form of the plant model. In practice this means
that special tests would be performed on a given vehicle gun combina-
tion type in order to determine the specific format of the black box
dynamic equations for that combination. In addition the stochastic
properties of the transducers involved in the real-time estimation
procedure should be determined from tests or manufacturer's specifi-
cations. This complete set of information would then allow derivation
of one or more Kalman filters of varying complexity. The simplest
filter that could be utili.zed satisfactorily in conjunction with a
time-to-fire algorithm would then be used. The general properties of
the Kalman filter as applied to a vibrating gun tube, however, can be
investigated without special test information as long as a rational plant
model can be deduced that bears some relationship with reality. For-
tunately, a limited amount of test data were found* that can be used
to establish a plant model and which wilJ allow the analysis to be
continued. The data pertains to the Rarden gun that was fired both on
a hard mount and a Sheridan tank chassis. Measurements were made of
the vertical and horizontal muzzle motion during single round and burst
firings and with various settings of the vertical and horizontal damping
pads. A small portion of the results is shown in Figures 2 through 5.

From an overview perspective the Rarden gun data is encouraging
for several reasons. The hard-mount data indicates the presence of a
strong single frequency component at any given instant even though the
frequency may change somewhat during the first few cycles after a round
is fired. Vertical muzzle motion when the gun is mounted on a tank
*

These data were obtained informally from A. Baran of the Ballistics
"Research Lab in Aberdeen, Maryland.

1V- 74



LEVIN

16

12

Shot

,-12

0.4 0.8 1.2 1.6 2.0

TIME - SECOND

FIGURE 2. RARDEN GUN TEST DATA -- HARD MOUNT, VERTICAL NUZZLE NOTION, TWO-SliOT DURST

II Secord
S 4 ,-Shot "'

£

-I

0.

'A

0.4 OS 1.2P1.

TIM - SECOND

pIGIfh S. SAPlON GUN TEST DATA - AR MOUNT, HORIZONTAL MUZZLE WrION. TWO-SNOT N,3UT

1V-75



LEVIN

6 Total NuZsle Motion
(with respect to the ground)

4

Tank Hull Motion
2 (with respect to the Srou•)d

I

0

~a ~I I ,, I ,
0.4 0.8 1.2

TIME - SECOND

FIGIRE 4. RARDEN GUN TEST DATA .- SHERIDAN TANK NOUJT, VERTICAL PLANE NOTION
OF MUZZLE AND HULL, SINGLE SHOT

6

4

2

Second Third
Shot Shot

0.4 0.8 1.2
TIEM - SECOND

PIG'JIE S. ARAERN GUN TEST DATA -- SHERIDAN TANK MOUNT, VrRTICAL MUZZLE NOTION,
THREE-SrOT IURST

1V-76

I : -II----- .....



LEVIN

chassis is highly repeatable throughout a burst and definitely not
complex. Horizontal motion is not quite as repeatable but is still
well behaved. Part of the reason for the more erratic behavior in
the horizontal plane is that the motion of the ammunition feed mech-
anism is primarily in this plane.

A broad generalization of the test data is probably invalid
for several reasons. First the Rarden gun has unusual design char-
acteristics such as the utilization cf damping pads whose purpose is
to reduce round-to-round dispersion. Interesting, however, is the
fact that even though the damping pads introduce a strong non-
linearity into the system's dynamics the response to an impulse-type
input appears to be linear. In other words, from a black box point
of view this highly complex nonlinear system can be treated as a
simple linear system. Another criticism is that for the tank-mounted
firings a direct measurement was not made of the quantity of interest
to the present analysis. This quantity is the displacement of the
muzzle with respect to the "rigid part" of the gun near the trunions.
It is the motion of the muzzle relative to this rigid part that is of
direct concern. The tacit assumption is made throughout the study that
the vehicle's fire control system can either adequately control or at
least predict the orientation of the rigid part.

The black box model that is suggested by the Rarden gun test
data and which will be employed in the remainder of the analysis is
as follows: the motion of the muzzle (in both the horizontal and
vertical planes) relative to the rigid part at the trunions can be
described as a second-order lumped parameter system, i.e., mass-
spring dashpot.* The parameters of interest in this model are the
natural frequency, W, and the damping coefficient, t.

Basing the time-to-fire algorithm on parameters derived from a
second-order system black box model is not as restrictive or idealistic
as it first appears. This is because the parameters in the algorithm
need only be constant for a short period of time--200 to 300 milli-
seconds is probably adequate. That is, if necessary, the values of
the algorithm parameters could be established by a computer via a table
look-up procedure. Entry to the table would be a function of the output
of various transducers, whose output implies the most appropriate set
of wF and ý. These transducers are not necessarily special purpose
but are likely to be already incorporated into the standard fire con-
trol system. Thus, the linearity of the gun tube vibrations implied by
the black box need only be thought of as a local linearity that is
approximately correct for conditions over a short period of time.

The differential equation describing the second order system is:

+ 2 ý WP + -•2 acceleration forcing input

where • = muzzle displacement or slope with respect to its undis-
turbed value.
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Effect of Noise on Estimation and Prediction

Now that a particular black box model has been chosen it must
become integrated into a total system model which is commensurate with
the scheme shown in Figure 1. Three system models of varying complexity
were given consideration, but only the one of medium complexity (see
Figure 6) was studied in depth. It is noted that the model represents
the motion in a single plane. Thus, in order to produce the desired
firing signal the time-to-fire algorithm must combine the output of
two simultaneous but separate filters associated with motion in two
orthogonal planes.

Computer analyses were made of the rms estimation errors resul-
ting from varying system parameters v'nd the level of input forcing
noise. As seen in Figure 6, three individual first-order analog
filters are used to produce colored noise from separate white noise
sources. The colored noise then corrupts the displacement and accel-
eration measurements and ..lso serves as a forcing acceleration input.
Forcing the black box's second order system with colcred noise as
opposed to white noise serves two purposes. First it is easier to
relate the forcing input to real-world phenomena that either directly
or indirectly result in muzzle oscillations. Second it allows accel-
eration measurements to be incorporated into the model since the
measurement is now being made on a source whose power and bandwidth
are both limited.

The detailed differential and algebraic equations for evalu-
ating rms estimation errors (Ref. 1) are quite nonlinear and compli-
cated and will not be shown. It is interesting and instructive,
nevertheless, to see the specific matrix equations that describe the
plant and measurements and the corresponding format of the steady-
state filter. These equations are found in Appendix C.

The rms errors in estimating the muzzle's state that result
when the steady-state filter is used were obtained by integrating the
covariance matrix error equations until steady-state conditions were
reached. These differential equations, which are often referred to
as the Riccati equations, are quite nonlinear and lengthy and will not
be shown here but can be found in Reference 1. Typical results per-
taining to the rms state estimation errors are shown in Figures 7 -

12. The values of the relevant parameters, both for the system
model of Figure 6 and the gun tube, are presented in Table 2. The
figures are based on the assumption that the gun tube is a hollow,
constant thickness, cantilevered tube whose response to sinusoidal
forcing at the trunion has characteristics somewhere between those
of a free-free and a clamped-free uniform beam. A highly simplified
analysis was used to relate the rms colored forcing acceleration
noise, rms(n), to an equivalent muzzle displacement. In some of the
figures a nondimensional forcing noise accOleration, N, is employed.
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TABLE 2. PARAMETER VALUES FOR FIGURES 7 THROUGH 13

(In Figures 7 through 13, except where explicitly
noted, the following system model (see Figure 2)
and gun tube parameters have been assumed.)

White Noise Zero Frequency Spectral Densities

Forcing Accelcratibn = 20,000 mm/sec 3

Acceleration Measurement = 1000 mm 2/sec3

Displacement Measurement = 2 mm/sec

Bendwidth of Analog Coloring Filters

S= BI = B2 = 10 rad/sec

Derived RW. Values of Colored Noise

Forcing Acceluration = 316 mm/sec 2

Acceleration Measurement = 70.7 mm/sec 2

Displacement Measurement = 3.16 mm

Properties of "Black Box" Second Order Syst-ii"

Natural Frequency = 1.0 Hz

Damping Coefficient = 0.1

Gun Tube Parameters

Modulus of Elasticity = 2.07 x 1011 Newton/m2

Materi.l Density = 7.78 x 103 kg/m3

Outside Diameter = 150 mm

Inside Diameter - 75 mm

Length = 78 Calibers

RPS of Trunion Input Acceleration = 0.35 g

RS of Muzzle Displacement = 12 -

RNS of Muzzle Slope 2.8 mil
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N is defined as the ratio of rms(n) to that value of rms(n) for
which the rms value of the muzzle slope will be one milliradian, i.e.,
when N = I then rms(d&/dx) r: 0.001 radian.

Most of the trends shown by the figures are not surprising.
In Figures 7 - 9 it is seen that if N becomes quite small and the
measurement errors remain constant then the error in the estimates of
the muzzle's states also becomes small. In the limit as N goes to
zero then the estimation error must also go to zero even though the
measurements are noisy. As N becomes large it becomes possible for
the filter to differentiate between the effects of a noisy forcing
input and noisy measurements. After N reaches a particular magniture
the steady-state filter is indifferent to any further increase in
forcing input noise power and the estimation errors remain essentially
constant. It is to be emphasized, however, that these comments apply
only to steady-state conditions. The price that is paid for accepting
a large forting input is the time required for the filter to reach
steady state. It is appropriate to insert an important comment at
this point. It is legitimate to consider the forcing input accelera-.
tion noise as the sum of two separate inputs. One is the true forcing
noise at the trunion. The other is the modeling error, i.e., the
deviation of the black box model from the "true" model. Thus a large
value of N could, in certain s:ituations, be attributed primarily to
large modeling error.

Figures 10 through 12 show the effect of varying measurement
noise while holding all other system parameters constant, including N.
It is seen that the curves in these figures are similar in shape to
those found in the previous figures. In other words, the errors in the
estimates of the state variables decreases monotocially with decreasing
measurement noise when the measurement noise is below a certain value.
Above this value the estimation errors soon reach a plateau. This
effect can be readily explained qualitatively. For small values of
measurement noise the estimation filter cannot differentiate between
the relatively large forcing noise and its own measurement noise so
that the full value of the rms measurement noise remains in the filter's
state estimates. As the measurement noise, as seen by the filter,
approaches a certain magnitude relative to the effect produced by the
forcing acceleration noise, the filter can separate the effects so that
the steady-state error is essentially independent of further increases
in measurement noise power. Again, it must be emphasized that only
state-state errors are being considered.
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Several additional comments concerning Figures 10 through 12
are warranted. First, as one would expect, acceleration measurement
"noise magnitude, rms (ml), has a much stronger effect on muzzle vel-
ocity error than it does on muzzle displacement error. In fact even
for quite small values of acceleration noise, say rms (ml) - 1 mm/sec 2 .
the rms displacement error is still in the vicinity of 1 mm (see
Figure 10). As seen in Figure 11 the situation is definitely improved
when displacement measurement noise magnitude, rms (m2), is varied.
For low values of rms (m2) accurate estimates of both displacement
and velocity are attained. In Figure 12 the conditions of Figure 11
are repeated except that the acceleration measurement has been deleted
completely. Little difference is seen for small values of rms (m2 )
in the state estimation errors. For large values of rms Nm2), however,
the lack of an acceleration measurement produces a noticeable degra-
dation in the estimation errors.

Several other interesting results were found that are not
illustrated in the figures. For example, it can be shown that varying
the damping coefficient from 0.01 to 1.0 has almost no influence on
the estimation errors. The bandwidth of the first-order white noise
coloring filters has only a minor effect on the errors as long as the
bandwidth is higher than the natural frequency (w) of the second order
system that represents the plant. Of considerable significance are the
results obtained with a large forcing acceleration, N = 200. When the
variable is rms (M2 ) little difference is found in the estimation
errors for low values of rms (m2) with respect to the curves shown in
Figures 11 and 12.

The major tentative conclusions to be drawn from the analysis
of the state estimation errors are: (1) acceleration measurements are
considerably less significant than displacement measurements and
probably are unnecessary in a practical system, and (2) large modeling
errors can be tolerated since the estimation errors for rms (m2) less

F than about 1 nun are practically insensitive to large variations in N.

So far the discussion has dealt strictly with the error in
estimating the state variables, whereas, the more direct concern is
with the error in prediction. As indicated previously the prediction
is obtained by multiplying the most recent estimate of the state vec-
tor by the state transition matrix. For the type of plant model
being used the prediction is obtained by a set of linear algebraic
equations in terms of the state variable estimates. Even though the
prediction is quite straightforward, determination of the error
associated with the prediction is a fairly cumbersome task. The
difficulty was obviated by utilizing a simplified extrapolationequation for the prediction which, in tern, infers an easy to
calculate formulation for the displacement prediction error. The
extrapolation equation and the attendant prediction errors are shown
in Figure 13 for prediction time intervals from zero to 40 milli-
seconds. It is seen in the figure that even for the largest time
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interval. shown the degradation of the displacement prediction with

respect to the estimate is not very significant.

4
In practice the prediction formulation given by the theory

would be used, so that the results given in the figure are actually
pessimistic. On the other hand no attempt was made to take into account
the motion of the muzzle due to the physical events that arise during
the firing and projectile travel through the gun tube. From the lim-
ited amuount of data seen it would appear that this motion is small
enough that it can be neglected. Even if this is not the case, as
long as the motion can be predicted accurately then the results
shown in the figure are still a valid indication of error due to
predict ion.

Time-to-Fire Algorithm

Figure 14 shows the simplest estimation and prediction scheme
that is in the spirit of the Kalman filter and that also employs a
second-order system plant. The computation indicated in the figure
is based on a system that is less complex than the one discussed so
far. This particular estimation filter and predictor was derived
from a system model with only a single measurement transducer (for
each plane), with white noise directly corrupting the measurement and
directly forcing the plant. In practice the Kalman filter gains,
k1 and k2, would be obtained by utilizing recordings of real world
data. The gains would then be optimized for minimization of esti-
mation and prediction errors. The constants g, and g2 Ire used to
obtain the prediction based on the estimation of C and •.

To obtain a prediction of muzzle position the separately
measured motion in the vertical and horizontal planes must be com-
bined in some rational manner. Let the plane at the muzzle which is
perpendicular to the gun tube's undisturbed centerline be denoted as
the V-H plane. Now define displacement in the vertical and horizontal
planes as ýV and CH and let 2 0 denote the square of the deviation
of the muzzle from its nominal position, i.e.,

2 ^ 2
2 0(t) = Cv(t) e (t)

Further, if it is assumed that V and• contribute little to the
projectile's inaccuracy, then the time-to-fire criterion should be

(t + At) = 0 given that € >0

The derivative of • is equal to the sum of the products of the dis-
placement and velocity.

* (t + A t) V • v(t + At) ýV (t + At) + ýH (t + At) ýH (t + At)
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An indication of the sign of q can be determined by passing
the signal through a first-order analog filter and then comparing it
with the original signal. A block diagram of a computational scheme
for producing the firing signal is shown in Figure 15. The total
analog computation for the proposed simplified time-to-fire algorithm
is found in Figures 14 and 15. It is seen from the figures that the
computation requires only the following major components:

* 5 integrators
* 2 analog multipliers
* 2 threshold networks
* 1 AND gate

It is expected that hardware implementation would cost only a few
hundred dollars since only low-cost "electronic store" type components
are needed.

CONCLUSIONS

A list of conclusions that can be drawn from this study effort
are given below.

(1) A Kalman filter is the best choice for conducting
muzzle state estimation and prediction within the
context of a time-to-fire algorithm.

(2) The analytical model of the physical plant should
be based on a black box approach.

(3) Rarden gun experimental data suggest that the
following black box representation can be util-
ized: motion in the horizontal and vertical
planes can be treated separately and, in each
plane, the motion can be given by a linearI second-order differential equation with con-
stant coefficients. The black box can be
thought of as a local linearity such that the
black box's parameters can be varied in accor-
dance with the generalized conditions prevailing
at the time that the time-to-fire calculation is
to be exercised.

(4) A total system model that utilizes colored forcing
noise and measurements corrupted with colored noise
can be used to lend insight into the effects of
measurement noise, modeling errors, and magnitude
of forcing input acceleration.

C
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(5) If it required that rms(muzzle displacement) be
less than several tenths of a millimeter then
acceleration measurements will contribute little
unless the accuracy is considerably better than
0.001 g. Thus, muzzle displacement or slope
measurement alone is probably sufficient.

(6) Reasonably good estimates of muzzle linear
transverse velocity and acceleration can be
derived from the displacement measurements.

(7) The comments in (5) and (6) are applicable even
when the input noise forcing the second-order
physical system is extremely large. Since part
of this noise input can be attributed to model-
ing error, the rather crude second-order model
may be adequate even for fairly complex muzzle
behavior. All of these comments are predicated,
however, on computer-derived values of the
steady-state estimation errors. The time to
reach steady-state conditions may be excessive
when the forcing noise input is very large,
which would then indicate that very large
modeling errors are not suitable.

(8) It is suggested that a particular highly simpli-
fied time-to-fire algorithm may be adequate. The
computations inferred by the algorithm can be
performed with low-cost analog components. The
analog computations would be extremely fast, thus,
keeping the prediction time interval to a minimum.
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APPENDIX A

NOMENCLATURE

B Matrix whose elements represent the bandwidth, in rad/sec,
of the first-order analog filters that are used to color
white noise.

C Measurement gain matrix

EO) Expected value of a random variable

fF First mode frequency of vibrating uniform thickness gun
tube and/or natural frequency of second-order system plant
representing muzzle oscillations in a single plane, Hz

F Matrix of known functions that describe the system plant.
In this report the plant is augmented to include the
analog filter that colors the forcing input acceleration
noise

m Matrix of colored noise elements that corrupt the measurements

N Nondimensional forcing input

n Colored forcing acceleration noise

P Covariance matrix of estimation errors of the state
variables, -if x is defined as the state vector then P
is given as E [ (x - x) (x - x)T]

QpQm Zero white noise spectral densities

RMS (), Root-mean-square value of the quantity within the
rms 0) parentheses, for a random variable rms(x) = 4•(x 2 )

S State transition matrix

u Matrix of white noise forcing acceleration

v Matrix of white noise sources that are fed into the first-
order analog coloring filters

x Distance along the gun tube centerline

y Measurement matrix whose elements contain colored noise

Bandwidth of first-order analog filters that color3 white
noise

Damping ratio of second-order system

Transverse displacement of muzzle due to gun tube vibration

•V•H Transverse displacements of the muzzle in the vertical and
horizontal planes, respectively.
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d•/dx Slope of gun tube at the muzzle which can be attributeJ
to gun tube vibration

wF First mode frequency of gun tube and/or natural frequency
of second-order systam, rad/sec

APPENDIX B
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APPENDIX C

FORMAT OF MATRIX EQUATIONS CORRESPONDING
TO SYSTEM SHOWN IN FIGURE 6

PlAnt Matrix Equations
(See Equations (1) and (2))

where

0-0x 0 o]

and

E[[_(t) U (-Z) • Qp 8(t -tZ)
1!easurmtnt Iuusatf ons

(See Equations; (3) through (5))

where

1,0 " ,,

and ZJ [ JKI L1
Qm.[' 
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0

t.

Formt of the Steady-State Kalman Fl t2 Equations
(See •quations (9) and (10))

.4 -

[6z [b 3
where the a•. .nd the b,) are constants for the steady-state

filter but can be functions of time for the transient filter.

Prediction Equation
(See Equation (121)

F 4t
(LhI O OG1  -aa ~4d- ;at,e .. • [

where

Oa ,O=IL

t prediction time interval

C
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